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Position Statement

Abstract

The Web has been rapidly “deepened” by myr-
iad searchable databases online. To enable effec-
tive access to the “deep Web,” we are building
the MetaQuerier— for exploring and integrating
databases on the Web. Such metaquerying must
tackle integration at a large scale (as sources are
proliferating online) and of a dynamic nature (as
each query will access different sources). Toward
such integration, our approach hinges on the in-
sight that the challenge of large scale is itself an
opportunity: We observe that the desired “seman-
tics” often connects to surface presentation char-
acteristics, through some hidden regularities over
many sources. Generalizing our recent works, this
paper thus proposes our approach of shallow inte-
gration across holistic sources — to discover de-
sired semantics by exploiting the hidden regulari-
ties of shallow clues across many sources holisti-
cally. As evidences, we have studied two concrete
problems: 1) query-interface understanding based
on hidden syntax, and 2) query-interface match-
ing based on hidden statistic models. Our expe-
rience indicates high promise for employing shal-
low techniques across holistic sources.

1 Introduction

In the recent years, the Web has been rapidly deepened
with the prevalence of databases online. As Figure 1 con-
ceptually illustrates, on this so-called deep Web, numerous
online databases provide dynamic query-based data access
through their query interfaces, instead of static URL links.
A July 2000 survey [2] estimated that 96,000 search sites
and 550 billion content pages in the deep Web. Our recent
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Figure 1: The deep Web.
study [4] by random IP sampling in December 2002 esti-
mated between 127,000 to 330,000 deep Web sources.

To enable access to the deep Web, we propose to build
a metaquery system, MetaQuerier,* which aims at helping
users to find and query online sources, as Figure 2 illus-
trates. For instance, consider user Amy, who is moving to
a new town. First, different queries need different sources
to answer: Where can she look for real estate listings? (e.g.,
realtor.com.) Studying for a new car? (cars.com.) Look-
ing for a job? (monster.com.) Further, different sources
support different query capabilities: After source hunting,
Amy must then learn the grueling details of querying each
source. The overall goal? of the MetaQuerier is thus to
explore (i.e., find) and integrate (i.e., query) the myriad
databases on the Web.

Such metaquerying faces new challenges: First, it must
deal with large scale, since sources are proliferating rapidly
online. Second, it must be dynamic and ad-hoc: each query
will dynamically select different ad-hoc sources (e.g., con-
sider Amy’s three queries). While tantalized by the need
for effectively accessing the deep Web, such large-scale
metaquerying has largely remained unexplored. As Sec-
tion 2 will discuss, on one hand, research on large scale
“metasearch” has focused on text sources. On the other
hand, database integration efforts have mostly assumed rel-

1For more details: http://metaquerier.cs.uiuc.edu
2In particular, the current scope (eg., as in [7]) of the MetaQuerier
focuses on integrating sources in the same domain (e.g., Books, Airfares).
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Figure 2:MetaQuerier for accessing the deep Web.

atively small scale, pre-configured sources.

In particular, the large scale and dynamic nature calls for
techniques for on-the-fly integration: With the sheer scale
of the deep Web, it is probably not feasible to acquire man-
ually annotated knowledge (e.g., source query capabilities)
for each source. Further, as sources are dynamically se-
lected to satisfy user queries, it is unlikely to rely on some
pre-configured sources for ad-hoc needs.

Such on-the-fly integration, with the lack of a priori
source and query knowledge, often faces challenges in dis-
covering source “semantics”— or, the knowledge required
for interacting with sources. The challenge of “semantics”
discovery for integration is everywhere: At various steps
of integration, different tasks will require certain aspect of
such source semantics. To name a few, for the MetaQuerier
to find and query online sources, there are several critical
tasks that require discovering various semantics:

T1. How to understand a query interface? Given a
query interface for a source, what are the query conditions
and their attributes? This task is to extract the query capa-
bilities of a source on the fly, for modeling the source- a
critical first task for integrating Web sources. The “seman-
tics” to be discovered is thus to understand what a query
form says as its query conditions (i.e., attributes, opera-
tors, and domain values)- e.g., as Figure 7(a) shows, ama-
zon.com supports several conditions, among which the first
one is on author (as the attribute), with any text (as the
domain values), in three name formats (the operators).

T2. Howtomatch query interfaces? Given several query
interfaces (say, for Books sources), what does author con-
dition on one source match another? This task is to match
query conditions across different sources. The “semantics”
to be discovered is thus the synonym correspondences of
attributes— e.g., author of one source corresponds to name
of another, and similarly subject to category.

T3. How to trandate queries across sources? Given a
query expressed on one source (or some unified interface),
how to ask this query on another? This task is to rewrite
a query in terms of what the interface of a target source
can express. The “semantics” to be discovered is thus the
closest mapping to the target query interface (i.e., how to
fill the query form of the target source)- e.g., the query
[lastname =" Gr ay" ] expressible on one interface may map
to [author contains” Gr ay" ] on another.

As our critical insight, toward building the MetaQuerier
over the deep Web, while the large scale presents new chal-
lenges, we believe it also reveals itself as novel opportuni-
ties. To explore this insight, we propose a new philosophy

Some Way of Connection

Presentations Hidden Semantics
as observations Regularities to be discovered

Reverse Analysis
Figure 3: Shallow integration across holistic sources.

as a general approach for integration at large: that of shal-
low integration across holistic sources, as Figure 3 concep-
tually shows. Consider an integration task that requires dis-
covery of semantics (e.g., tasks T1, T2, T3). To begin with,
our philosophy builds upon two hypotheses: First, shal-
low observable clues: The desired “underlying” semantics
often connects (Figure 3, top) to the “observable” presen-
tations, or shallow clues. Second, holistic hidden regular-
ities: Such connections often follow some implicit proper-
ties, or hidden regularities (Figure 3, middle), which will
reveal holistically across many sources.

Therefore, our integration task, or the discovery of the
desired semantics, is naturally the inverse of this semantics-
to-presentations connection: We propose to tackle with
large scale integration by developing some reverse analysis
(Figure 3, bottom) which holistically analyzes the shallow
clues, as guided by the hidden regularities, to discover the
desired semantics.

This paper presents our view of shallow, holistic integra-
tion as a general approach for large-scale integration. To
begin with, we motivate our approach by our survey of the
deep Web, which revealed “concerted complexity” across
sources. Further, we present two evidences from our recent
works [15, 6], each of which demonstrates a materialization
of the general approach: 1) Syntactic parsing [15], for un-
derstanding Web query interfaces (task T1), by the hypoth-
esis of a hidden syntax. 2) Statistical model discovery [6],
for matching interfaces across different sources (T2), by the
hypothesis of a hidden generative model. In other words,
as its main contribution, this paper aims at synthesizing the
shallow integration approach as the generalized insight un-
derlying these two different tasks and beyond.

The rest of this paper is organized as follows: Section 2
motivates the shallow techniques for large scale integration.
Section 3 and Section 4 briefly present our two evidences
respectively: query interface understanding and matching.
Section 5 concludes the paper.

2 Shallow Integration

Our goal of the MetaQuerier, for integrating Web databases
at a large scale, has largely remain unexplored. On
one hand, for structured sources, information integra-
tion has mainly assumed relatively small-scaled, pre-
configured systems (e.g., Information Manifold [8], TSIM-
MIS [13]). On the other hand, research efforts on large-
scale “metasearch” has focused on text sources (e.g., source
characterization [3] and query routing [11]). In contrast,
we aim to enable large-scale metaquery over structured
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databases.

With the virtually unlimited amount of information,
while the deep Web is clearly an important frontier for data
integration, this “wild” frontier of the deep Web is also rel-
atively unexplored. To begin with, as observations, to bet-
ter understand the challenges as well as the accompanying
opportunities, we report an extensive “complexity” survey
of this frontier. Further, as implications, we propose a new
philosophy of “shallow integration” for integration at large.

2.1 Observations: Concerted Complexity

Our survey focuses on query interfaces (or query forms,
as Figure 1 shows) of deep Web sources— Since data must
be retrieved with queries, any attempts for integration must
essentially interact with query interfaces.

Our survey studies sources in several representative
domains: We manually collected about 400 sources
using Web directories (e.g., InvisibleWebh.com, Bright-
Planet.com, WebFile.com) and search engines (e.g.,
Google.com). The dataset® contains about 50 sources in
each of the eight domains: Airfares, Automobiles, Books,
Car Rentals, Hotels, Jobs, Movies, and Music Records.

Overall, our observations indicate remarkable “con-
certed complexity” among Web sources, in the same do-
main or across different ones: While sources proliferate,
their aggregate “complexity” does not grow indefinitely,
but instead demonstrates certain statistical regularities. In

3We publish this dataset as the TEL-8 dataset in the UIUC Web Inte-
gration Repository [5].

particular, we observe “converging” behaviors of the at-
tribute vocabularies and query patterns across Web sources.

Converging attribute vocabularies: We first analyze
query attributes, as the “vocabulary” (e.g., author, title,
make) for source query schemas . We observe that the ag-
gregate vocabulary of attributes in the same domain tends
to converge at relatively small size. Figure 4(a) analyzes
the growth of vocabularies as sources increase in numbers.
The curves clearly indicate the convergence of vocabular-
ies. For instance, for Automobiles, 90% (65/72) attributes
are observed at 57" sources out of 101 sources. Since the
vocabulary growth rates (i.e., the slopes of these curves)
decrease rapidly, as sources proliferate, their vocabularies
will tend to stabilize. Note that the sources are sorted in the
same order as they were collected without any bias.

In fact, the vocabularies will converge more rapidly, if
we exclude “rare” attributes. To quantify, let the frequency
of an attribute be the number of sources in which it oc-
curs. Figure 4(b) orders these frequencies for all the at-
tributes over their ranks. It is interesting but perhaps not
surprising to observe that the distribution obeys the Zipf’s
law: The frequencies are inversely proportional to their
ranks. Many low-ranked attributes thus rarely occur; in
fact, 48% (203/422) attributes occur in only one source.
Further, frequent attributes dominate: we observe that the
top-20 attributes, or 4.7% (20/422) attributes, constitute
43% (1291/2992) of all the occurrences. What are the most
“popular” attributes across all these sources? The top 5
frequent attributes are, in this order, title, keyword, price,



make, and artist.

Converging condition patterns. We further analyze the
“building blocks” for query interfaces—i.e., the atomic con-
ditions in query forms. For instance, as Figure 1 shows,
cars.com has five conditions (on make, model, etc.) and
apartments.com four (on city, state, etc.). Observe that
these conditions seem to share some common “patterns”:
Those condition patterns present query conditions in cer-
tain visual arrangement (or layout)— Figure 7(c) shows sev-
eral examples. For instance, pattern 1 represents a common
format for conditions of the form [attribute; contains; text],
by arranging attribute to the left of a textbox. Such con-
ditions represent keyword search (by an implicit contains
operator) on a textual attribute (e.g., author).

Our survey finds that these condition patterns again re-
veal some concerted structure. There are only 25 condition
patterns overall- which is surprisingly small as a vocab-
ulary for online queries. As just mentioned, Figure 7(c)
shows several frequently-used patterns. The distribution is
again extremely non-uniform: Figure 5(b) ranks the pat-
terns according to their frequencies (and omits 4 rare at-
tributes in the tail, which occur only once in 150 sources),
for each domain and overall. We observe again a charac-
teristic Zipf-distribution, which confirms that a small set of
top-ranked patterns will dominate.

We again observe the convergence behavior, both within
and across domains. Figure 5(a) summarizes the occur-
rences of patterns. (To simplify, it similarly omits the rare
“only-once” patterns.): The figure marks (x,y) with a “+”
if pattern y occurs in source z. Like Figure 4(a), as more
sources are seen (along the z-axis), the growth (along y)
slows down and thus the curve flattens rapidly. Further,
unlike Figure 4(a), we observe that the convergence gen-
erally spans across different domains, which indicates that
most condition patterns are quite generic and not domain
specific.

2.2 Implications: Shallow Integration Holistically

We have observed that, while sources proliferate, they
demonstrate concerted complexity on various aspects. The
observations motivate us to tackle the deep Web integra-
tion with a shallow but holistic paradigm. As our key in-
sight, this new approach essentially leverages the challenge
of large scale as an opportunity for holistic integration.

To begin with, our philosophy builds upon two hypothe-
ses. As Section 1 discussed, any integration task (e.g., T1)
is essentially the discovery of certain target semantics (for
T1: query capabilities of a source). While our goal is such
underlying semantics, we can only observe some “surface”
presentations (for T1: query forms presented in HTML).
Our hypotheses conjecture how underlying semantics re-
lates to observable presentations, across many sources.

(S) Shallow observable clues: The “underlying” seman-
tics often connects to the “observable” presentations, or
shallow clues, in some way of connection. That is, we can
often identify certain observable clues (e.g., occurrences of

attributes, visual layout of query conditions), which reflect
the underlying semantics.

(H) Holistic hidden regularities: Such semantics-to-
presentations connections often follow some implicit prop-
erties, or hidden regularities, which will reveal holistically
across sources. That is, by observing many sources, we can
often identify certain hidden regularities that guide how the
underlying semantics connects to the presentations.

These hypotheses naturally explain our observations of
the concerted complexity (Section 2.1). Since semantics
connects to shallow clues (Hypothesis S), in some regular
ways across holistic sources (Hypothesis ), those sources
with similar semantics will naturally share some regulari-
ties at their presentations. In particular, consider the con-
vergence phenomena of Section 2.1: First, we observed
that sources in the same domain share a small vocabulary
of attributes— i.e., the occurrences (as shallow clues) of at-
tributes across similar sources tend to follow some repe-
titions (as holistic regularities). Second, we observed that
various query interfaces share a small set of query patterns—
i.e., the visual arrangements (as shallow clues) of similar
query conditions tend to follow some patterns (as holistic
regularities). (Section 3 and 4 will further explain these
regularities, with more specific target semantics.)

These hypotheses shed new light on a different way
for coping with information integration: As Figure 3
shows, our integration task, or the discovery of the de-
sired semantics, is naturally the inverse of this semantics-
to-presentations connection— We propose to tackle with
large scale integration by developing some reverse analysis
which holistically analyzes the shallow clues, as guided by
the hidden regularities, to discover the desired semantics.

As evidences for materializing this shallow integra-
tion philosophy, we have studied two critical integration
tasks [15, 6]: query interface understanding (T1 of Sec-
tion 1) and matching (T2)- as Figure 6 illustrates and con-
trasts: On one hand, these evidences demonstrate how the
general approach can be materialized for different integra-
tion tasks, where different types of target semantics are de-
sired. On the other hand, these evidences contrast how the
general approach can capture different types of semantics-
to-presentations connections— of syntactic and statistical
relationships respectively.

We believe this shallow integration paradigm promis-
ing for large scale integration by essentially leveraging the
challenge of scale as an opportunity, with two main advan-
tages: First, scalability: By integrating a large number of
sources holistically, rather than individually or pairwise, we
will be able to cope with the scale of integration, which
is imperative in the new frontier of networked databases.
Second, solvability: The large scale can itself be a crucial
leverage to solve integration tasks. Our holistic approach
will take advantage of the large scale (with sufficient “sam-
ples™) for identifying the hidden regularities and applying
principled holistic analysis.
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3 Evidence 1: Query Interface Understanding

For integrating Web databases, the very first step is to “un-
derstand” what a query interface says (task T1, Section 1)-
i.e., what query capabilities a source supports through its
interface, in terms of specifiable query conditions. For in-
stance, amazon.com (Figure 7(a)) supports a set of five con-
ditions (on author, title, . . ., publisher). Such query condi-
tions establish the target semantics underlying a Web query
interface that our task seeks to discover.

Such form understanding essentially requires both
grouping elements hierarchically (e.g., the query condition
about author in amazon.com is a group of 8 elements: a
text " aut hor ", atextbox, three radio buttons and their as-
sociated text’s) and tagging their semantic roles (e.g., " au-
t hor " has the role of an attribute and the textbox an input
domain.) The tasks are challenging — it seems to be rather
“heuristic” in nature with no clear criteria but only a few
fuzzy heuristics, as well as exceptions. First, grouping is
hard, because a constraint is generally n-ary, with various
numbers of elements nested in different ways. ([heuris-
tics]: Pair closest elements by spatial proximity. [excep-
tion]: Grouping is often not pairwise.) Second, tagging is
also hard- There is no semantic labeling in HTML forms.
([heuristics]: A text element closest to a textbox field is its
attribute. [exception]: Such an element can instead be an
operator of this or next field.) Finally, with various form
designs, their extraction can be inherently confusing.

Our solution is a specific materialization of the shallow
integration approach (Figure 3): The observation of con-
certed condition patterns (Section 2.1) motivates us to hy-
pothesize the existence of a hidden syntax, as the hidden
regularities, across holistic sources. That is, we rationalize
the concerted structure by asserting query-form creation as
guided by some hypothetical syntax: As Figure 6(a) shows,

the hypothetical syntax (as the hidden regularities) guides
a syntactic composition process (as the connection) from
query conditions (as the semantics) to their visual patterns
(as the presentations). This hypothesis effectively trans-
forms the problem into a new paradigm: We can view query
interfaces as a visual language [10], whose composition
conforms to a hidden, i.e., non-prescribed, grammar. Their
semantic understanding, as the reverse analysis, is thus a
parsing problem.

This “language” paradigm enables principled solutions—
to a problem that at first appears heuristic in nature— with
the essential notions of a grammar and a parser:

e For pattern specification, the grammar provides a
declarative mechanism. Such patterns (e.g., Figure 7(c))
are simply declared by productions (i.e., grammar rules)
that encode their visual characteristics.

e For pattern recognition, the parser provides a global
mechanism for systematically constructing a parse tree
as a coherent interpretation of the entire query interface.
Such a parse naturally groups elements (nested in subtrees)
and tags their semantic roles (by grammar symbols), thus
achieving form understanding.

For more details about the query interface understand-
ing, please refer to [15].

4 Evidence 2: Query Interface Matching

Schema matching across Web interfaces (task T2, Sec-
tion 1) is critical for mediating queries among deep Web
sources. For instance, in Books domain, we may find sub-
ject is a synonym of category, and format is a synonym
of binding. The target “semantics” to be discovered is thus
the synonym correspondences of attributes.



Most schema matching works focus on finding pairwise
attribute correspondences between two sources. For in-
stance, traditional binary or n-ary [12] schema integration
methodologies (as [1] surveys) exploit pairwise-attribute
correspondence assertions (mostly manually given) for
merging two or some n sources. Further, recent works on
automatic schema matching mostly focus on matchings be-
tween two schemas (e.g., [9]). The latest survey [14] thus
abstracts schema matching as pairwise similarity mappings
between two input sources. However, our scenario of deep
Web integration calls for large scale matching, which can-
not be adequately addressed by pairwise techniques.

Our solution is another materialization of the shallow
integration approach (Figure 3), by holistically matching a
set of sources. The observations of converging attribute vo-
cabularies lead us to hypothesize the existence of a hidden
generative model, as the hidden regularities, which proba-
bilistically generates, from a finite vocabulary, the schemas
we observed. Intuitively, such a model gives the statisti-
cal properties that constrains how synonym attributes may
co-occur across interfaces. As Figure 6(b) shows, the hid-
den generative model (as the hidden regularities) guides
a statistic generation process (as the connection) from at-
tribute correspondences (as the semantics) among the vo-
cabulary to their occurrences in interfaces (as the presenta-
tions). The reverse analysis is thus the discovery of such a
hidden statistic model (which embeds attributes correspon-
dence relationships), given a set of query schemas as statis-
tic “observations.”

To realize such hidden model discovery, we have pro-
posed a general abstract framework, MGS, with three
steps: (1) Hypothesis modeling: We first specify a param-
eterized structure of the hypothetical hidden models. Such
models should capture the specific “synonym” semantics
we want to discover. (2) Hypothesis generation: We then
generate all “consistent” models that instantiate the ob-
served schemas with non-zero probabilities. (3) Hypothesis
selection: Finally, we select hypotheses that are consistent
with the observed schemas with sufficient statistical signif-
icance. Please refer to [6] for details.

5 Conclusion

Toward building the MetaQuerier over the deep Web,
where the integration is large scale, dynamic, and thus nec-
essarily on-the-fly, this paper proposes our philosophy of
shallow integration across holistic sources as a general ap-
proach. Motivated by the concerted-complexity observa-
tions of Web sources, our insights hinge on the hypotheses
that the target semantics to be discovered often connects to
certain shallow observable clues, in a way guided by some
holistic hidden regularities across many sources. Integra-
tion is thus a reverse analysis, which holistically analyzes
the shallow clues to discover the underlying semantics.

As concrete evidences, we have studied two different in-
tegration tasks [15, 6], each of which materializes shallow
integration with syntactic or statistic approaches. Our expe-
rience indicates the promise of such techniques: For query

interface understanding (Section 3), our experiment shows
that the parsing approach achieves above 85% accuracy for
extracting query conditions across randomly selected deep
Web sources. For query interface matching (Section 4), our
experiment in four popular domains (Books, Movies, Mu-
sic Records and Automobiles) shows that the MGS frame-
work can achieve over 90% accuracy.

Overall, we believe the shallow integration framework
can effectively exploit large scale hidden regularities for
achieving holistic integration. While we presented two ev-
idences, such holistic approaches are well suited for the
new frontier of large-scale networked databases in gen-
eral and our focus of the deep Web in particular. As our
key insight, in these settings, as sources proliferate, their
aggregate complexity does not grow indefinitely— Instead,
holistic hidden regularities often naturally emerge across
sources. Exploiting such regularities, our shallow integra-
tion philosophy thus leverages the large scale challenge as
an opportunity for new holistic techniques. We are eager
to further apply this approach for building the MetaQuerier
for the deep Web.
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