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Abstract- IP-Video surveillance is a term used for a security 
system that allows the users to view, control and record video 
images. In its simplest way, it is composed of a camera and a 
computer, although most applications require more network 
devices. Video surveillance is being used in a lot of environments 
(banking, transportation, industry...) and each market has their 
own needs. In this paper, we describe a network using IP 
cameras with mesh networks 802.11a/b/g. To control the security 
system we develop an application in order to adapt the quality of 
image to the number of hops in our network. 
 

I. INTRODUCTION 

A surveillance system is used to monitor the behaviour of 
people, objects or processes within systems for conformity to 
expected or desired norms in trusted systems for security or 
social control. There are many ways to monitor this behaviour, 
but most of them are very expensive, compared to IP 
solutions. Surveillance video systems exist since last twenty 
five years. At the beginning, they were completely analogical 
systems and since then, the process has turned to digital.  

 
Nowadays, the market offers different network solutions, 

depending on if we are dealing with a new infrastructure or if 
we are migrating from an analogical system. The first one is 
the simplest one, but it is necessary to take into account the 
necessity of migration.  

 
At present, the most appropriate solution to create a 

surveillance system is based on an IP camera. This device is 
composed of two main parts: a camera and a computer. On the 
one hand, the camera is just an optical sensor which converts 
the light into an electrical signal. On the other hand, the 
computer gets that electrical signal as an input and returns a 
digital and compressed image.  

 
The operating system running on the computer, has several 

network applications installed, such as a web server, an ftp 
server or a mail client. In that way, it is possible to view the 
compressed images (real time video) remotely from a simple 
web browser. 
 

Apart from web browsers, there are other ways to view and 
monitor the surveillance system. The advantage of developing 

new software is that it can be adapted to the requirements of 
the users. In this way, digital image processing and computer 
vision techniques can be applied. Alarms, viewing and 
network options can be configured as wished. The 
manufacturers software solution can be appropriate in most 
cases, but if a professional surveillance is desired, it is 
recommended to create a personalized software. 
 

Surveillance systems have become essential nowadays, 
although they exist since some time ago. The evolution of 
these systems could be compared to the evolution of the 
telephone system. 

 
At the beginning it was completely analogical. The cameras 

were analogical, the cables were analogical and the monitors 
(viewers) or the video recorders were analogical, too. This 
fully analogical system is known as a closed-circuit television 
(CCTV).  

 
The first step was to solve the problem of storage. The 

analogical data is much more difficult to store than digital 
data. Because of that, a Digital Video Recorder (DVR) is 
used, which replaces video tapes by hard disks. 

 
The next stage was the use of a video server. In this case, 

analogical cameras are still used, but immediately it is applied 
a digital conversion. Most video servers have several 
analogical inputs to connect more than one camera. This 
option can be a good solution in case of migrating from a 
previous analogical system.  

 
The analogical cameras can be used and accessed remotely 

as if they were IP cameras. 

The outline of this paper is as follows: in section II, we 
describe our wireless network 802.11a/b/g using different 
radio links depending on the type of traffic. Network 
topologies used in wireless LAN are introduced in section III. 
Section IV presents the characteristics of digital IP cameras. 
In Section V we show the surveillance application developed. 
In the last section the results of the complete system are 
presented, and conclusion of the performance is drawn on 
those results. 
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II. WIRELESS NETWORKS 

The interest in indoor wireless communications has grown 
rapidly because of the advantages over cable networks such as 
mobility of users, elimination of cabling or flexibility [1]. In 
our case, the wireless mesh implemented must be a low 
latency network that dedicates separate wireless bandwidth 
links to ingress an egress backhaul traffic (similar to a full 
duplex connection) and utilizes the highest available 
throughput automatically. It must be: 
 

- Multi-radio link (the first one for wireless client 
traffic, the second one for uplink wireless backhaul 
traffic, and the last one for downlink wireless 
backhaul traffic). 

 
- Multi-channel (using only three possible non-

overlapping channels in 802.11b/g, in contrast 
802.11a does not have this limitation, for this reason 
is used for the backhaul mesh infrastructure 
formation). 

 
- Multi-RF (working in 5 GHz band with 802.11a or 

2.4 GHz band with 802.11b/g). 

III. NETWORK TOPOLOGIES 

Historically, there are three types of network topologies in 
wireless systems (see Figure1): 
 

- A distributed or ad-hoc mode: without an access 
point (AP) in order to centralize the communications. 

 
- A centralized or infrastructure mode: in this case, we 

strip the intelligence from the AP and put it all on the 
switch; however, this approach introduces many 
undesirable effects (a single-point-of-failure, 
bandwidth bottleneck…) [1]. 

 
- A mesh mode, which consists of an intelligent 

network where network nodes do not need to be 
wired to a switch since they can connect wirelessly 
among themselves via 802.11 links. With a wireless 
mesh, each node in the network establishes the 
optimal path to its neighbour. This is the topology 
implemented in our network [2]. 

 
Deploying a wireless mesh network offers several 

advantages over other types of wireless deployments. These 
advantages are mainly focused on reducing the cost of key 
factors in any network (as installation or maintenance needs). 

 
Even though, there are many factors to take into account 

when applying a mesh deployment. On one hand, the 
transmission environment (air) is shared by all the users. It 
makes these networks more vulnerable than others. On the 
other hand, the bandwidth needed to transmit multimedia 

traffic is going to be a handicap for actual wireless networks, 
where transmission rates are much lower than using wire 
networks (54-108 Mbps vs. Gbps). 
 

 
Fig. 1. Network topologies. 

A. WLAN Security 

The benefits from wireless networks also come with several 
security considerations. Security risks include risks of wired 
networks plus the new risks as a result of mobility. To reduce 
these risks and protect the users from eavesdropping, 
organizations have adopted several security mechanisms [3]. 

 
- WEP: As defined in [4], WEP is an optional 

encryption standard implemented in the MAC layers. 
The WEP algorithm prevents unauthorized access to 
the network relying on a RC4 secret key 
cryptographic algorithm. This key is shared between 
clients and access points. The WEP algorithm 
encrypts packets before they are transmitted and uses 
CRC-32 algorithm for data integrity. 

 
- WPA: Wi-fi Protected Access is a system created to 

correct the failures from WEP. It includes better data 
encryption and wireless users can use passphrases 
from eight to 63 bytes. 
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- 802.1x: Although encryption is mandatory to provide 
security, it’s not enough because it doesn’t avoid 
intruders to access our wireless network. 802.1x 
offers a framework for authenticating and controlling 
user traffic, as well as dynamically changing 
encryption keys. When using 802.1x, it’s necessary 
to choose an EAP (Extensible Authentication 
Protocol) type, such as TLS (Transport Layer 
Security) or TTLS (Tunneled Transport Layer 
Security), which define how the authentication takes 
place. A Radius server is essential. 

B. Bandwidth degradation 

Much research on network capacity has been done for mesh 
networks, where the traffic flows between pairs of nodes. In 
[5], the capacity is calculated adopting an asymptotic analysis 
with a large number of nodes.  

 
The capacity for each node decreases as 1 n . In WMN, 

the traffic flows to or from a gateway, which act as a 
bottleneck. Due to the presence of this bottlenecks, the 
available capacity is reduced to 1 n  where n is the number of 
nodes for one gateway.  

 
In other words, each time the traffic hops from one node to 

another one, the throughput is almost cut in half. Clearly, the 
available throughput improves directly proportional to the 
number of gateways in the network [6]. 

C. Radio interference 

One of the major problems facing wireless networks is the 
throughput degradation due to interference among 
simultaneous transmissions. In wireless mesh networks with 
multiple-radios the problem can be greatly alleviated, although 
it cannot be completely eliminated [7]. 
 

Understanding and characterizing such interference is 
important for a variety of purposes such as channel 
assignment, route selection, and fair scheduling. Although it is 
important, it is also infeasible due to the computational 
complexity involved.  

 
Some protocols have relied on simplistic representations of 

interference with heuristic rules such as “everyone interferes 
with everyone else”. Although simple to calculate, such 
heuristics can be far from the real interference.  
 

There are other kinds of interferers which emit signals 
whose structure is very different from the desired signal. 
Bluetooth nodes, cordless telephones, security systems are 
examples of these interferers.  

 
 
 

In addition, there are some electronic devices that can leak 
radio signals in the unlicensed band (for example, microwave 
ovens, computers, and mobile telephones) [8]. 

D. Latency 

As a packet goes through the network form node to node, 
processing delays are naturally introduced. There are various 
causes of delay or latency that can affect the overall 
performance of the wireless network such as congestions, 
timeouts or retransmissions.  

 
In a large wireless mesh network, also the capacity of self-

tuning and self-healing comes to be a problem referring to 
latency. In [9], it is given a solution to reduce the time spent 
on establishing new routes. The solution lies in two points, 
accelerating the detection of fallen ports and reducing the time 
spent on recognizing the new route. 

  
Two important real time applications are IP telephony and 

video conferencing. For these applications, the end to end 
delay of a packet should not exceed 150 msec.  

 
If a packet exceeds this delay, it   must be dropped. On the 

other hand, file transfers or web traffic have minimum time 
requirements. Providing priority to UDP traffic over TCP 
traffic delays can be drastically reduced [10]. 
 

In [11] is presented a formal study on the delay introduced 
by the gateway nodes using the M/D/1 queuing theory. The 
bottleneck delay is defined as the average delivery delay of 
data requests at the gateway nodes. The limited number of 
these nodes could be the bottleneck of the entire network. 

IV. IP CAMERAS 

Finally, if we are dealing with a new topology, we 
recommend using IP cameras (see Figure 2). The process is 
fully digital. The IP camera is connected to a network device 
in charge of routing the data to a PC with management 
software. The advantages of using IP cameras against others 
surveillance solutions are: 
 

- High resolution cameras (mega pixel). 
 
- Progressive scan against interlaced scan (improve 

movement detection). 
 
- Remote accessibility. 
 
- Cost-effective: IP systems are cheaper than CCTV 

systems. 
 
- Power supply through the network cable. 
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Fig. 2. IP Cameras. 

 
In this paper, we want to highlight the digital process 

advantage. The fact of dealing with digital video provides the 
opportunity to apply algorithms to analyse this video data. In 
older installations, security staff had to be continuously in 
front of the monitor to detect, for example, motion events. 
Actual systems can be configured to raise an alarm in case of 
motion detection. 

V. SURVEILLANCE APPLICATION 

Some IP cameras have an HTTP-based application 
programming interface (API) to encourage developers to 
create their own applications (see Figure 2). This API 
provides different functions to manage the camera. The 
surveillance application and the camera employ a client-server 
model, where both nodes create a bidirectional communication 
based on http requests and responses. 

The real time video can be obtained in two ways. The first 
one deals with sampling the MJPG data stream and isolate the 
JPEGs. The second ones consists in requesting a JPEG 
periodically. In both cases, the data stream has to be analyzed, 
and that is the main goal of the surveillance application. 

 

 
Fig. 3. Application’s screenshot. 

 

 

 

 

The standard JPEG indicates that the first two bytes of every 
JPEG stream are the Start of Image (SOI) marker values FFh 
and D8h. In the same way, the end of a JPEG image (EOF) is 
set by the bytes FFh and D9h. So, every time these values 
match the stream, a JPEG image is detected.  

The JPEG image is going to be the most important element 
in our application. When buffering several images, real time 
video can be viewed or recorded. Our approach differs from 
traditional security systems in that it raises alarms when 
significant events are detected.  

A. Digital Image Processing 

In real time video applications, techniques for the 
manipulation of images have to be computed as fast as 
possible. It is going to be necessary to reach a compromise 
solution between the video quality offered and the image 
processing tasks. The following are the functions applied in 
our system: 

- Image type conversions. It is not the same to process 
black and white images than RGB ones. 

- Geometric operations, such as enlarging or shrinking 
the image. 

- Extracting regions of interest. This technique stands 
out important regions of the image. Zooming is an 
example.  

- Arithmetic and logical combination of images. The 
main application of image substraction is applied in 
change detection. 

- Image correlation. Correlation is often used to 
measure the similarity between frames. Pattern 
recognition can be done with this method. 

B. Alarms 

Once the application carries out processing algorithms, some 
alarms can be configured when interesting events are detected. 
The most common event to detect is motion, although other 
kind of events can be programmed. For example, it is possible 
to set an alarm if a strange object appears in the scene and it 
doesn’t move for a long time. Or another alarm could occur if 
light is switched on or off. 

The alarms notification can be performed in several ways. 
The easiest one is that the surveillance application raises an 
audio alarm. In our application, it is programmed another kind 
of alarm, which sends an email with the reason of the alarm 
attached to it. The last alarm used depends on the IP camera. 
Some cameras have available output ports to connect external 
devices. In our case, an alarm bell is connected to the camera. 
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Fig. 4. Camera, bridge and alarm bell. 

 

VI. SYSTEM SURVEILLANCE 

As it has been mentioned, using wireless networks provide a 
valuable solution for many users and for many reasons. In the 
same way, we have applied a mesh topology, because it 
provides simplicity to the user. Nodes have the ability to 
communicate with each other, so that the entire system 
becomes an intelligent network. Traffic is routed on optimal 
paths and it adapts to changing conditions. WDS1 is the 
system that allows this operation. It can be referred to as a 
repeater mode because it appears to bridge and accept wireless 
clients. 

Previously, it also has been explained some problems when 
using this kind of networks. Some of them, like security or 
interferences, can be lessened or even solved. Otherwise, 
bandwidth degradation is unavoidable in mesh wireless   
networks. Its value is proportional to the number of hops and 
each time the traffic hops from node to node, the throughput is 
reduced almost in half. As it was said in [chapter 3], the 
degradation factor comes to be 1/n, where n is the number of 
hops. 

The bandwidth it is need for the multimedia traffic depends 
on some configuration factors of the IP cameras. These factors 
are: 

- Image resolution, compression and Complexity. 

- Frames per second. 

The first three factors can be modified through our 
surveillance application, but the last one is referred to the 
compressing algorithm used by the JPEG standard. The 
complexity depends on the details of the image. The standard 
exploits that human eyes are more sensitive to slow changes 
of brightness and color than to rapid changes over a short 
distance.  

 

 
                                                           
1 Wireless Distributed System. 

In figures 4, 5 and 6, it is shown the bandwidth that an IP 
camera needs, depending on the configurable factors. About 
the image complexity, it is supposed that the camera is 
focusing a quiet place, such as a garage or a reception. 

We can observe that the necessary bandwidth with the 
highest video quality is around 9 Mbps (figure 5). This value 
is too large for a wireless mesh network. One way to lessen 
this bandwidth is to use other image compressing standards, 
such as MPEG. But this matter is out of our scope. Anyway, if 
applying fewer frames per second or some compression, the 
bandwidth is reduced to 2 or less Mbps as it can be seen in the 
figure. 
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Fig. 5. Camera bandwidth with constant resolution. 
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Fig. 6. Camera bandwidth with constant compression. 
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Fig. 7. Camera bandwidth with constant transfer rate. 

Although the required bandwidth can be configured as 
wished, it is still very large in a wireless mesh deployment. In 
figure 7, it is shown the throughput degradation. It is 
important to note that it is not the same the throughput and the 
maximum data rate. The maximum data rate in 802.11a/g is 54 
Mbps, although the throughput, which can be defined as the 
amount of information that can be sent under the stresses of a 
real communication, is much lower.  
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Fig. 8. Bandwidth degradation. 

Comparing figures 5-7 with figure 8, we get to the 
conclusion that when configuring a camera with the highest 
quality, the maximum number of hops in the mesh network is 
two. On the other way, when using a normal configuration, 
the number of hops increases considerably. When applying 
the following configuration, much better results are obtained. 

- Resolution: 320 x 240. 

- Frames per second: 24. 

- Compression: 50%. 

In this case, the necessary bandwidth is about 1 Mbps. In 
this way, it can be developed for example a mesh surveillance 
system with 4 cameras, which can be located to a distance of 6 
or less hops from the gateway. 

A. Wireless bridge 

A wireless bridge can be defined as an Ethernet-Wifi 
converter. This device provides with wireless capability 
another device connected through an Ethernet cable. In our 
system, we are using this device to connect it with the IP 
camera. In this way, we can get the video from the camera 
wirelessly.  

Many actual cameras have already embedded wireless 
capabilities, but in our case, we are upgrading the surveillance 
system from a previous one. Using a wireless bridge is much 
more economical than getting new cameras. 

As it has been mentioned, security precautions must be taken 
when connecting to a wireless network. The device must 
support different security levels and in our case, it is 
supported encryption and authentication. So, we are applying 
the most secure configuration, combining WPA and RADIUS 
(see Figure 8). 

 
Fig. 9. Security configuration. 

B. Radius server 

Remote Authentication Dial In User Service is an AAA 
(authentication, authorization and accounting) protocol for 
applications such as network access. Our surveillance system 
pretends to be as secure as possible. For that reason, we are 
going to use a RADIUS server to provide access to the 
network. The operation is very simple, the server radius keeps 
a database with all the users which have permission to access 
the network and there is a bidirectional communication 
between the mesh nodes and the radius server.  
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RADIUS is extensible; therefore many vendors can 
implement their own hardware and software variants. In our 
system, we have used a free open source radius server called 
FreeRADIUS. It offers an alternative to other commercial 
RADIUS servers with high scalability. The system can run in 
a simple PC and manage thousands of users. It can perform 
authentications via the PAP, CHAP, MS-CHAP, EAP-MD5, 
EAP-GTC, EAP-TLS, EAP-TTLS, PEAPv0, LEAP, EAP-
SIM, and Digest authentication protocols. 

From the entire previous list, we have opted for the EAP-
TLS protocol. Its main characteristic is that it uses certificates 
in both parts of the communication, in the server part and in 
the client part. 

A certificate, contains information about the owner of the 
certificate, like e-mail address, owner's name, certificate 
usage, duration of validity, organization and the certificate ID. 
It contains also the public key and finally a hash to ensure that 
the certificate has not been tampered with. The certificates for 
the server and for the clients have been generated through 
OpenSSL. OpenSSL consists on a free software project that 
provides cryptographic functions to other packets.  

The fact that in EAP-TLS it is needed to install a certificate 
in every client can be seen as something thorny, but then, if 
the client-side certificates are housed in smartcards, the only 
possibility to access the network is to steal the smartcard 
itself.  

 
C. Mesh nodes 

A fundamental aspect of the networks operation in mesh is 
that the communication between a node and any other can go 
beyond the rank of cover of any individual node. This is 
obtained making a routing multihop, where any pair of nodes 
that wishes to communicate will be able to use for it other 
intermediate wireless nodes that are in their way.  

 
This is important if it is compared with the traditional 

networks WiFi, where the nodes must be within the rank of 
cover of a AP and they are only possible to be communicated 
with other nodes by means of the AP; these AP needs a 
twisted network as well to communicate to each other. 

 
With the networks in mesh, it is not necessary to have AP, 

because all the nodes can communicate directly with the 
neighbors within their rank of wireless cover and with other 
distant nodes by means of the multihop routing already 
mentioned. 
 

In this occasion we will focus to a well-known technology 
like Wi-Fi in mesh (Wi-Fi mesh networks) which defines in 
the IEEE specification 802.11s, which is in status of rough 
draft. Many manufacturers have begun to send products with 
proprietary technologies trying to seize as rapidly as possible 

of the market of radio networks, before the final specification 
of the standard is published. 
 

The standard 802.11s is a proposal of the work group known 
like Wi-Mesh Alliance (www.wi-mesh.org). The rough draft 
of the standard 802.11s defines the physical layer and data 
link for networks in mesh.  

 
This topology increases the cover of the network and allows 

to be always active even though one of the joining points fails. 
It is possible to add users and joining points to the network to 
gain capacity. In the same way, Internet also works in mesh. 
Adding nodes to the network is something very easy. 
 

The standard offers required flexibility to satisfy the 
requirements with residential atmospheres, such as offices, 
campus, public security and military applications. The 
proposal focuses on multiple dimensions: the MAC sub-layer, 
routing, security and the interconnection. 

 
The standard 802.11s defines only systems for atmospheres 

in interiors, but the main manufacturers of wireless equipment 
are also betting to him to outer atmosphere systems. 

 
Finally, we can appreciate in figure 10, the whole 

surveillance system. In it, we can observe the three different 
subsystems:  

- IP Camera and wireless bridge (Figure 4). 

- Mesh network. 

- Radius server. 

VII. CONCLUSIONS 

In this paper, we describe a network using IP cameras with 
mesh networks 802.11a/b/g. To control the security system we 
develop an application in order to adapt the quality of image 
to the number of hops in our network. 

On the one hand, the system to provide access to the 
network carrying out the AAA protocol requirements is the 
RADIUS server, in our case an open source solution, called 
FreeRADIUS. The advantage is the use of non-commercial 
software but the disadvantage is the trouble configuring this 
server. 

On the other hand, the maximum number of hops varies 
depending on the image quality from one camera with 
maximum quality (9 Mbps) which permits 2 hops, to 4 
cameras with medium quality (1 Mbps per camera) which 
supports up to 6 hops. 

Finally, we have described a wireless system which permits 
surveillance functionality without the limitations of the 
wireline systems. 
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Fig. 10. Complete system surveillance. 
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Abstract 
Mobile-IP standard presents a fundamental solution for mobility 
management in the internet. MIPv6 allows a mobile node to 
transparently maintain connections while moving from one subnet to 
another. Hierarchical Mobile IPV6 (HMIPv6), an enhanced Mobile 
IPv6 protocol, provides a scheme for performing registrations locally 
in the foreign network, thereby reducing the number of signaling 
messages forwarded to the home network as well as lowering the 
signaling latency that occurs when a mobile node moves from one 
foreign network to another. In this paper, we analyze the performance 
of wireless/mobile networks with respect to signaling cost in multiple 
levels HMIPv6. Signaling cost consists of cost of location update and 
packet delivery cost. Location update cost is the cost for global 
binding update and local binding update. Packet delivery cost is 
comprised of the processing cost and transmission cost.   We study the 
impact of various parameters viz. MAP domain Size, Cell Residency 
time and the mobility nature of MNs i.e. Static and Dynamic MNs on 
the total cost 
 
Keywords-HMIPv6, MAP, MN 
 
 
                             1. INTRODUCTION 

The demand for mobile service has motivated research in updating 
existing high speed wire line (fixed) communication networks with 
wireless networks. In wireless/ mobile networks, users freely 
change their point of attachment while they are connected. In this 
environment, mobility management is an essential technology for 
keeping track of users’ current location and for delivery of data. 
Thus mobility management [1] [2] supports mobile terminals and 
enables communication networks to: 
 1.  Locate roaming terminals in order to deliver data 
packets. 
2. Maintain connections with terminals moving in to new service 
area.   
       The Mobile IP working group with in the Internet Engineering 
Task Force (IETF) proposed a mobility management protocol, 
called Mobile IPv6 (MIPv6) [3] [4]. MIPv6 was an update of the 
Mobile IP standard designed to authenticate mobile devices using 
IPv6 addresses. MIPv6 allows a mobile node to transparently 
maintain connections while moving from one subnet to another. 
Each device is identified by its home address although it may be 
connecting to it through another network. When connecting 

through a foreign network, a mobile device sends its location 
information to a home agent which intercepts packets intended 
for the device and tunnels them to the current location. To do 
this the MN sends Binding Update (BU) messages to it are HA 
and all CNs every time it moves. This process contributes in 
high signaling cost when the mobile device moves very 
frequently. In order to reduce signaling cost, it is required to 
reduce the no. of messages sent over the air interface to all 
CNs and HA. Thus introducing a Mobility Anchor Point 
(MAP) allows MIPv6 to benefit from reduced mobility 
signaling with external network. Hierarchical Mobile IPV6 
(HMIPv6), an enhanced Mobile IPv6 protocol uses this 
concept of reducing signaling cost in the network.  

1.  
2. HIERARCHICAL MOBILE IP (HMIPv6) 

 
Hierarchical Mobile IP (HMIPv6) [5] provides a scheme for 
performing registrations locally in the foreign network, 
thereby reducing the number of signaling messages forwarded 
to the home network as well as lowering the signaling latency 
that occurs when a mobile node moves from one foreign 
network to another.  HMIPv6 introduces a conceptual entity, 
Mobility Anchor Point (MAP) [6], to separate local mobility 
from global mobility.  MAP acts as a Mobile Node’s (MN) 
Home Agent (HA) in the foreign network.  MAP intercepts all 
packets destined for MN and tunnels them to its on-link CoA 
(LCoA). MN attaches itself to two Care of Addresses (CoA), a 
regional (or site) address and an on-link (or point of 
attachment) address. In HMIPv6, if we consider multiple 
levels of hierarchy, a Binding Update (BU) message is 
forwarded to the root MAP (RMAP) by way of one or more 
intermediate MAPs. When the BU message arrives at the first 
MAP, the MAP checks its mapping table to see whether the 
MN is already registered with it or not. If the MN is already 
registered in the mapping table, local binding update is 
completed at the MAP. Namely, in this case, the MAP 
generates a BU reply and sends the message to the next lower-
level MAP in the hierarchy. However, if it is not, the MAP 
forwards the BU message to the next higher-level MAP. This 
process is repeated in each MAP in the hierarchy until a MAP 
having the MN in its mapping table can be found. Therefore, 
in the case of the first binding update in a foreign network, the 
BU message is forwarded up to the RMAP in the foreign 
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network and the HA. Fig. 1 shows a typical HMIPv6 multiple level 
network architecture.  
When the multiple hierarchical levels are used, a lot of MAPs can 
be organized as a form of tree, so that it is possible to provide more 
scalable services and to support a larger number of MNs. 
Furthermore, although some nodes (i.e., intermediate MAPs) are 
failed, only sub-trees rooted from the failed nodes are affected 
from the failures. Therefore, the multi-level HMIPv6 can be a 
more reliable solution. However, the multilevel HMIPv6 results in 
a higher processing cost than the one level HMIPv6 when a packet 
is delivered to an MN. This is because the packet goes through 
more intermediate MAPs and the encapsulation/decapsulation 
procedures are repeated at each MAP. 
 

 
 

 

 

 

 

 

 

                1.                              2. 

1. Local binding update 

2. Global binding update 

                        Fig. 1. HMIPv6 Multiple Level Architecture. 

 

In this paper, we analyze the performance of wireless/mobile 
networks with respect to signaling cost in multiple levels HMIPv6. 
Signaling cost consists of cost of location update and packet 
delivery cost [7]. 

                                         CT =   CLC + C P 

 
3. ANALYTICAL MODEL 

In order to analyze location update cost, we consider hexagonal 
cellular architecture shown in Fig. 2. In addition, Each MAP 
domain is assumed to consist of many rings [8]. Each ring r (r>=0) 
is composed of 6r cells. Number of cell in ring 0 is 1 which is 
considering as centre point for the coverage area.  

                                For ring 1:  no. of cells = 6r = 6*1 = 6 
                 For ring 2:  no. of cells = 6r = 6*2 = 12   and so on. 

 

 

 

 

 

 

                                         Fig. 2 Hexagonal Cellular Structure 

 

 

Now, we consider a mobility model where the next position of 
an MN is equal to previous position plus a random variable 
whose value is drawn independently from an arbitrary 
distribution. Let p be the probability that MN remains in the 
current cell and the probability that MN moves to another area 
is (1-p). If MN is located in a cell of ring r (r>=0) then 
probability that a movement will result in an increase (qinc ( r ) 
) or decrease  (qdcr ( r ) ) in the distance from the centre point 
given by: 

qinc ( r ) = (1/3) + ( 1/ (6 * r) ) 
qdcr ( r ) = (1/3) - ( 1/ (6 * r) ) 

 
Now, the transition probabilities α r,r+1 and βr+1,r  are the 
probabilities of the distance of the MN from the centre cell 
increasing or decreasing are given by: 
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β r+1,r           =      (1-p) (1/3-1/(6*r) )      if 1<=r 

 

We define state r as the distance between the current cell of 
the MN and the center cell. This state is equivalent to the 
index of a ring where the MN is located. As a result, the MN 
is said to be in state r if it is currently residing in ring r. Let  r 
be the state probability of state r with in a MAP domain. This 
is expressed as: 
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3.1 LOCATION UPDATE COST FUNCTION 
 

In HMIPv6, an MN performs two types of binding updates [9] 
i.e. global binding update and local binding update.  

                                          CLC = Cg + Cl 
The global binding update is a procedure in which an MN 
registers its RCoA with the CNs and HA. On the other hand, if 
an MN changes its current address within a local MAP 
domain, it only needs to register the new address with the 
MAP. A local binding update refers to this registration.   
In the mobile networks signaling cost is proportional to the 
distance between two network entities. Due to this signaling 
cost of global binding update is larger than local binding 
update. Global binding update and local binding update cost is 
given by: 
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Cg= MCCNHCMMACNHMMA PCPCNPCDDNDD ++++++++ .))(.(.2))((2 ρκρκ  

Cl    =  MMA PCD ++ ).(2 ρκ  

Where 

 κ = Wired link delay   MAD = Distance between MAP and AR, 

ρ = Wireless delay   HMD = Distance between HA and MAP, 

CNN  = No. of CN nodes CMD = Distance between CN and MAP 

HPC = Processing Cost at HA. CPC = Processing Cost at CN. 

MPC = Processing Cost at MAP. 

In conclusion, probability that an MN performs a global binding 

update is 1, +RRRαπ  and total cost of location update is    

 LC =   
T

ClRRRRRR )-(1C 1,g1, ++ + απαπ
 

3.2 PACKET DELIVERY COST FUNCTION 
 

Packet delivery cost is comprised of the processing cost and 
transmission cost. Packets sent to a MN will always go to the MN’s 
home agent. These are then encapsulated and sent to the MN’s FN 
through tunneling. But in case of route optimization, When the MN 
receives the first packet that was sent through the HN; it responds 
directly to the CN and sends together with the acknowledgement 
the BU message. Thereafter the CN sends packets directly to the 
MN at its FN. Packet delivery cost with the route optimization 
concept is expressed as cost of sending initial packet (Cp (i) ) and 
cost of sending successive packets (Cp(s)). 
                                 Cp = Cp (i) + Cp(s) 

Where  

          Cp (i) = βT(DCH +DHM+DMA+κ ) + β ( HPC + MPC +PCA) 

          Cp(s)  =  β. PCM+( DCM+DMA+κ ) βT 

PCA= Processing cost at AR     β = Packet arrival rate for each MN 

 βT = Proportionality Constant   DCH= Distance CN and HA 

4. CASE STUDY 
 

In order to analyze the performance of HMIPv6 with respect to 
location update cost. We consider the scenario shown in Fig. 3. 
The values of various parameters corresponding to the scenario are 
shown in Table 1. 
This study presents various analysis results based on the developed 
analytical method. For this, we consider two values of p i.e. 0.2, 
0.8. In each case total location update is calculated using the 
equations discussed in the previous sections. In this, we calculate 
location update cost for different sizes of MAP domain (different 
values of R) and different values of average residency time (T). 
The resulted values are shown in Table 2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

                              Fig. 3. Scenario for analysis 

 

                    Table1. Values of various parameters for analysis 

 

 

 

 

 

Table 2.  Location Update Cost for Various Values of R and p 

 

The Location update cost with respect to the average residency 
time for different number of rings of each MAP domain (i.e. 
for R=1, 2, 3, 4) is shown in Fig.4. In this, we consider the 
probability of movement of mobile device is very high 
(p=0.2).During the high probability of movement of mobile 
device, increase in the MAP domain size decreases the 
location update cost .Increase in the MAP domain size reduces 
the chances of global binding update which plays a very 
important role in calculating location update cost. 
The Location update cost with respect to the average residency 
time for different number of rings of each MAP domain (i.e. 
for R=1, 2, 3, 4) with the constant value of p=0.8 is shown in 
fig.4. In this, we consider the probability of movement of 
mobile device is very low (p=0.8).  Further p is the probability 
that MN remains in the current cell. As the value of p 
increases, the probability of MN to stay in the current cell 
increases which decreases the MN movements and further  
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decreases the location update cost During the low probability 
of movement of mobile device, increase in the MAP domain 
size does not effect so much than that of previous case where 
p=0.2. Cell residence time is the period that an MN stays in a 
cell area. As the average cell residence time increases, the MN 
performs less movements and the location update cost per unit 
time decreases. Only change in the average residency time of a 
mobile device causes the change in location update cost. We 
can consider mobile device in this time as static. 
Packet delivery cost consists of cost of processing and 
transmission cost. Packet delivery cost depends on the 
processing cost at MAP which further depends on the size of 
mapping table in order to select the current LCoA of the 
destination MN. Size of mapping table is proportional to the 
number of MNs in the MAP domain. More the number of 
MNs in the domain will result in the increase of mapping table 
size which further effects the processing time at MAP. Total 
number of MNs in the MAP domain is calculated as  

       n(MNs)= N( R )* µ 
where  µ= Average number of MNs who located in the 
coverage of an AR . 

         N( R ) = Total no. of cells (ARs)  up to ring R 
          N( R ) = 3R(R+1)+1 

 
Table 3 shows the total no of MNs for different values of R 
and µ. And Table 4 shows the impact of change of processing 
cost at MAP on the packet delivery cost 

 

 

 

 

 

 

   Table 3. Number of MNs for different values of R 

Table4. Packet delivery cost for different values of  MPC  

 
5. NUMERICAL RESULTS 

 
In this section we analyze the impact of cell residency time, 
MAP domain size, Static and dynamic mobile device on the 
location update cost. 

 
5.1 IMPACT OF CELL RESIDENCY TIME 

 
Cell residence time is the period that an MN stays in a cell  

area. As the average cell residence time increases, the MN 
performs less movements and the location update cost per unit 
time decreases. As the probability of movement of mobile 
device increases, location update cost depends on cell 
residency time as well as MAP domain size as shown in Fig. 4 
 

5.2 IMPACT OF STATIC AND DYNAMIC MNs 
. 

Movement of static mobile devices is very less than dynamic 
ones. So, Location update cost does not depends too much on 
the cell residency time and MAP domain size. Main 
consideration in case of Static MNs is packet delivery cost. In 
case of dynamic mobile devices where probability of 
movement of mobile device is very high, Location update cost 
depends on cell residency time and MAP domain size. 
Increase in MAP domain size increases local binding cost 
which is very less than global binding cost as shown in Fig.4. 
The overall saving of location update cost with the increase in 
average residence time is 38.4 % (from P=0.2 to p=0.8). 
 

0

10

20

30

40

50

60

70

1 2 3 4 5 6 7 8 9 10

Average Cell Residency Time(T)

Lo
ca

tio
n 

U
pd

at
e 

co
st

R=1

R=2

R=3

R=4

 
 
Fig 4. Relation between Location Update Cost and Average 
Residency Time for various values of R with the constant 
value of p(p=0.8) 
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Fig 5. Relation between Location Update Cost and Average 
Residency Time for various values of R with the constant 
value of p(p=0.2) 

 
5.3 IMPACT OF MAP DOMAIN SIZE 

 
Increase in the MAP domain size causes decrease in global 
binding cost which further decreases location update cost 
expect the situation where the probability of movement of 
mobile device is low (p=0.8) . Fig 4 and Fig 5 shows the 
location update cost for static and dynamic MNs. Therefore in 
case of static MN, MAP domain size does not affect location 
update cost too much as compared to dynamic MNs. The 
overall saving of location update cost with the increase in  

µ=1 µ=2 µ=3 µ=4 

R=1 7 14 21 28 

R=2 19 38 57 76 

R=3 37 74 111 148 

R=4 61 122 183 244 

                                                        MPC  

   10 12 14 16 18 20 22 24 26 28 

Cp 48.6 54.1 59.6 65.2 70.7 76.2 81.72 87.2 92.8 98.3 
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average residence time is 26.98 % (from R=1 to R=2), 16.5 % 
(from R=2 to R=3) and 11.2 % (from R=3 to R=4).    
In this case, some optimal MAP domain size should be 
considered in order to minimize the location update cost of 
dynamic MNs (considering p=0.2). In Fig. 6, Change in Map 
domain size from R=3 to R=4 has a very small effect on the 
location update cost as compared to switching from R=1 to 
R=2 or R=2 to R=3.So, we consider optimal MAP domain size 
is 3.  

 
5.4 IMPACT OF NUMBER OF MNs 

 
Processing cost at MAP on the size of mapping table in order 
to select the current LCoA of the destination MN. Size of 
mapping table is proportional to the number of MNs in the 
MAP domain. More the number of MNs in the domain will 
result in the increase of mapping table size which further 
effects the processing time at MAP. In this paper, we define 
MAP domain size as the no. of rings. Large the size of the 
MAP domain causes large no. of MNs which results in the 
large size of the mapping table. Fig. 7. Shows the impact of 
Map domain size on the no. of MNs with different values of 
average number of MNs who located in the coverage of an AR 
. 

 
6. CONCLUSION 

HMIPv6, an enhanced mobile IPv6 protocol, reduces location 
update cost and packet delivery cost by introducing MAP in 
the architecture. Location update cost depends on various 
factors viz. average cell residency time, MAP domain size and 
the probability of the MN (i.e. p) to stay in the current cell and 
packet delivery cost is effected by MAP domain size and 
average number of MNs who located in the coverage of an AR 
.The analytical results indicate that the MAP domain size is a 
critical performance factor to minimize the total cost in 
HMIPv6.For our case study we calculate optimal MAP 
domain size which is 3. 
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Fig: 6 Impact of Dynamic MNs on Location Update Cost 
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Abstract— Wireless mesh networks is an emerging technology
and it is quickly acquiring forces for their countless advantages
in relation to the covering area and the low implementation
cost. A main characteristic in wireless mesh networks is the self-
organization capacity. The eminent advantage of a self-organized
network is the reduction in the development complexity and also
maintenance. In this work, we propose an alternative architecture
for self-organization of wireless mesh networks based on the
Optimized Link State Routing Protocol (OLSR) and technology
of agents. As first results we argue that architectural self-
organization model improve the delay, throughput and delivery
of packets of the overall network, in comparison to the original
OLSR protocol.

I. INTRODUCTION

In the last few years, wireless mesh networks have attracted
considerable attention of the business industry [1] as well as
of the academic environment. They consist of client-nodes,
which can support mobility, and mesh routers, which have
wireless interfaces for communication among them, and can
be organized in a fixed, autonomous or pre-determined way
to form a backbone. The mesh routers can work as gateways
or bridges, allowing the interconnection of different types of
networks [2]. They are usually placed at high altitudes, in order
to avoid physical interferences in their antennas area. It is an
emerging technology which may have advantages in relation
to a larger covering area and low implementation cost. There
is a range of applications which can be implemented through
those networks.

The wireless mesh networks consist in a great amount of
nodes and are projected to have multiple hops. Consequently,
there are two problems: heterogeneity and self-organization
(form of organizing the network without manual or external
intervention [3]). The self-organization capacity avoids the
network to lose its autonomy, because there is not manual
configuration of every mesh router. Another advantage of self-
organized networks is the reduction of the installation cost and
maintenance of the nodes involved in the network, once the
client-nodes entrance in the network happens in a transparent
way for the users. However, the current technology for wireless
mesh networks only allows accomplish that aim partially [2].

Due to the complex nature of the wireless mesh networks,
new paradigms are necessary to the design, manage and evo-
lution of communication and computing. This article proposes
an alternative architecture for self-organization, using agent
technology [4]. The proposed architecture is based on the
Optimized Link State Routing Protocol (OLSR) [5] and on
the construction of modules for self-optimization, self-healing,
self-protection and self-configuration of the routing protocol.
For the acquisition of information concerning the overall
network, we use the software agents that are responsible for
the discovery of the network density and monitoring between
mesh routers.

This article is organized in the following way: the section II
contains an overview of the architecture for self-organization.
The section III presents the experimental results and section IV
shows the formal especification of the self-optimization pro-
cess and finally the section V, which contains the conclusions
and future works.

II. AN ARCHITECTURE FOR SELF-ORGANIZATION

The term self-organization had been first reported in the
biology systems, later on it was adapted for different technical
areas, such as engineering and computing.

For our work, we considered the following definition:
Self-organization in wireless computer networks, is de-

fined when the wireless nodes are self-organized in order
to efficiently perform the tasks required by the application,
without human intervention and thereby can reduce the cost
of installation[3]. In general, networks can be self-organized in
two ways: application and network layers [6]. There are some
topological forms, for example, flat, hierarchical and hybrid
topology. We considered an hybrid topology and network layer.

The self-x capacities (optimization, healing, protection, con-
figuration) [7] [8] appear jointly with the sub layers of the
OLSR protocol. It is important to emphasize that the self-
x capacities are not entirely independent. For example, self-
configuration and self-optimization have the strong correlation,
while they self-configures some parameters of the network,
the other capacity try improve to the performance of these
parameters. We follow the paradigm of design to exploit the
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implicit coordination among the agents with the aim to build
a design based on their local behavior to achieve some global
properties.

In the other words, we presented the architecture details of
the implementation involving the agents and the interaction
of the self-organization modules with OLSR protocol (see the
Fig. 1). We proposed a layered architecture because of the
guarantee of the simplicity and flexibility of the architecture
due to the very well defined functions in case it needs to be
changed.

Fig. 1. Self-Organization Architecture for a Mesh Router

The agents that compose the superior layer are classified
into two types, besides each agent plays a specific role in the
self-organization architecture. The agents are:
• (A) TD-Agents: they are mobile agents that are created in

the mesh router and in each association of the client-node
for a mesh router. The agent migrates for the client-node,
this one has specific functions of the discovery of the
network density, that vary of the small-scale, medium-
scale and large-scale. A suit of TD-Agents form the base
of self-configuration capacity of the OLSR protocol.

• (A) NM-Agents: they are responsible for the monitoring
of the network specific functions, as the rate of loss of
packets, delay, signal strength, throughput, latency,
node active or not, and also information about the state
of the enlaces. They are static agents in the mesh routers,
that serve as base for the self-optimization capacity of
the OLSR protocol.

(B) Self-Optimization Process: this module is responsible
for optimizing values of the parameters in the OSLR protocol,

according to the network density.
(B) Self-Healing Process: this module is responsible for

detecting, localizing and repairing failures on OLSR protocol
in a transparent way.

(B) Self-Configuration Process: responsible for config-
uring the parameters of the OLSR protocol, according to
the mesh routers and client-nodes that are registered in the
network.

(B) Self-Protect Process: responsible for diagnosing and
alerting the network administrator, regarding possible attacks
against the OLSR protocol. In order to ensure one certain level
of security in the network, we are doing an experience with
the anonymous routing protocol. We consider the aspects and
the definition of anonymity, presented in [9], Anonymity is
defined in terms of unlinkability between items of interest, e.g.,
identity, location, transmissions and communication relation-
ship. Related to the OLSR, some properties has been analyzed,
such as: Source/destination identity anonymity, Intermediate
identity anonymity, Location privacy and Route anonymity. (C)
OLSR - Optimized Link State Routing Protocol:

The information obtained through the agents of discovery
(TD) and monitoring (NM), will be used to feedback parame-
ters for configuration and optimization of the OLSR protocol.
Among the parameters, it can be mentioned:
• HELLO INTERVAL: the number of seconds among the

sending of a message “hello” must be equal to 2 seconds
by default. A HELLO message must be sent at least
every HELLO INTERVAL period, smaller than or equal
to REFRESH INTERVAL;

• REFRESH INTERVAL: the Hello messages can be sent
in the intervals in order to reduce routing overhead. In this
case, each link and neighbor must be advertised at least
once with REFRESH INTERVAL, which is equal to 2
seconds by default.

• TC INTERVAL: it orders to build the topology informa-
tion, also each node, broadcasts Topology Control (TC)
messages. TC messages are flooded to all nodes in the
network. The information diffused in the network by these
TC messages will help each node calculate its routing
table. It is set to 5 seconds by default.

• NEIGHB HOLD TIME: it provides for how long one
Hello message should be considered to be valid in the
network. It is equal to 3*HELLO INTERVAL by default.

• TOP HOLD TIME: it provides for how long one TC
Message should be considered to be valid in the network.
It is equal to 3*TC INTERVAL by default.

• WILLINGNESS: it defines how willing the node is to
be forward traffic. Its default value is 3.

Anothers parameters can influence OLSR performance. e.g
(MPR COVERAGE, which allows to define the amount of
MRP’s (MultiPoint Relay) that cover one node).

These parameters should be configured, in order to reduce
messages overhead, as well as to support of the otimized
routing paths creation. The factors that can influence the pa-
rameters of the OLSR protocol are: the size of the network, the
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rate of nodes mobility, transmission distance, signal strength,
overhead, jitter and delay. Meanwhile the major problem
is commonly the defaults values, when they are configured
in they do not provide the best performance in the overall
network, in this case it is necessary an approach for self-
configuration and self-optimization of parameters to reach the
best overall network performance.

III. EXPERIMENTAL RESULTS

To verify the improvement achieved by self-organization
process, simulation are run in OPNET (OPtimized Network
Engineering Tool) [10] Simulator. The mesh-routers are static
positioning in the distributed campus network area in a
2000x2000m2 with surround of the nodes clients mobiles, with
diferent mobility (20, 5 m/s). The amount of nodes (density)
in the network is configured in a dynamic way, and maintained
by the TD-Agent. The traffic model used in this simulations
is the HTTP. Every sender generates the 100 Kb/s HTTP
traffic from a mesh-router. The time of simulation is 60s,
and confidence interval is 95%. The agents are configured
to send information from time to time, which do not avoid
to accumulate monitoring messages. Each mesh-router was
configured with Olsr protocol utilizing the default values and
the values obtained by the software agents (self-optimized
values). The first set of experiments we wish to evaluate the
performance variation of the Olsr Original in comparison with
Olsr self-optimized and self-configuration values in terms of
the throughput, delay and dropped packets.

In Fig. 2. as it can be observed the comparison of the
performance in average of throughput in bits/second between
Olsr-Origin and Olsr-Self. We argue that the overall throughput
of the network improve significantly due to the self-optmizing
of the values in comparation to the default values of the OLSR
protocol.

Fig. 2. Comparation the Throughput between Olsr-Original x Olsr-Self-
Organized

In Fig. 3 the comparison the performance of the overall to
delay in seconds, which utilizing the self-optmimized param-
eters, is smaller in comparison with the Olsr-Original.

Fig. 3. Comparation the Delay of Local Discover Neighboring between
Olsr-Original x Olsr-Self-Organized

In Fig. 4 as it can be observed it is compared the tax of
dropped packets, which had been improved in the delivery
packets utilizing the Olsr-Self.

Fig. 4. Comparation the packets dropped between Olsr-Original x Olsr-Self-
Organized

As observed in all of the experiments the values achieved
by the agents and optimized by the process of sef-optmization,
presented better result in comparison to the standard values of
OLSR.

IV. SPECIFYING THE ARCHITECTURE

In order to have a high level abstraction of the architecture,
we used the formal language Object-Z [11] [12] to specify the
self-organizing model based on the architecture defined. Our
architecture is defined through the OLSR protocol and some
of the software agents. These agents provide a feedback on the
parameters, according to the changes in the full mesh network.
Such changes are provided by the modules self-x. To show how
we can build these modules self-x, we specify, for instance,
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only the self-optimization module. The same procedure can be
done in the other self-organizing modules: self-configuration,
self-healing and self-protection. The first partial version for the
Object-Z for the Self-Optimization on OLSR are described as
follow.

Self Optimization
Optimization values are classified in small value opt,
medium value opt and large value opt.
The values of the OLSR protocol are changed.
The information of network size is comming the,
TD AGENT

OLSR− Parameters
HELLO INTERVAL? : NM AGENT.HInterval
REFRESH INTERVAL? : NM AGENT.Rinterval
DELAY? : NM AGENT.Delay
TC INTERVAL? : NM AGENT.Tc
PACKET JITTER? := NM AGENT.Jitter
HELLO JITTER? := NM AGENT.Jitter
TC JITTER? := NM AGENT.Jitter
NEIGHBOR HOLD TIME? : NM AGENT.NHTime
TOP HOLD TIME? : NM AGENT.THTime
HELLO ACQUIRE COUNT? : NM AGENT.hacquire
DUPLICATE HOLD TIME? : NM AGENT.duphold
HOLDBACK TIME? : NM AGENT.HTime
NETWORK SIZE? : TD AGENT.Size

network size? < small scale
Configure the OLSR Parameters conform
network density
HELLO INTERVAL′ = small value HINT
REFRESH INTERVAL′ = small value RINT
DELAY ′ = small value DELAY
NEIGHBOR HOLD TIME′ = small value NHT
.. ..

network size? > medium scale
HELLO INTERVAL′ = medium value HINT
REFRESH INTERVAL′ = medium value RINT
.. ..

network size? > large scale
HELLO INTERVAL′ = large value HINT
REFRESH INTERVAL′ = large value RINT
.. ..

V. CONCLUSIONS

This work proposed an architecture towards a self-
organization of wireless mesh network. Our goal was using the
OLSR in a self-organized way jointly with the agent technol-
ogy aiming to help the self-organization modules. We followed
the design paradigm to exploit the implicit coordination among
the agents with the intetion building a design based on their
local behavior in order to achieve some global properties.

We argued that by reviewing the specialized literature still
exist few researches on self-organization for wireless mesh
metworks. We can say that self-organizing networks can reduce

the administrator’s intervention for their configuration, man-
agement and maintenance, by only letting the administrator
make decisions in critical situations.

In this work the motivation is not to invent a new wireless
mesh protocol, but propose the improvements the for the
routing protocol as its the case of the OLSR protocol. Our
approach involved the layers definition of the architecture
to support software agents helping in the self-organization
process through discovery of network density, monitoring
information acquirement of the mesh-routers and client-nodes.

As first experience, three improvements were given special
importance in the original OLSR protocol, such as:

(1) the improvement of throughput of the overall network,
and the;

(2) improvement of the delay of discovery local neighboring
routes;

(3) improvement of the delivery of packets, due to smaller
dropped packets.

Some practical aspects are visible to build the essence
of a mesh network. Mesh routers can be built up through
an alternative low cost with off-the-shelf components of the
most known technologies and commercially available wireless
devices (PDA, laptop, cell phones). At first we chose to work
on the main self-organization capacities, by defining a more
simplifyed self-organized model.

As future works, to validate the archicteture proposed, we
intend to develop a prototype with all self-x capacities in a
real environment. But before this we state the intention to
simulate the other ones self-x capacities: self-healing and self-
protection.
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I. INTRODUCTION

Limited battery life severely hampers the deployment of
sensor networks for long term use. At the same time, proposed
uses for sensor networks assume significantly long lifespans,
and deployment in geographically remote areas (see [1] for
a survey of sensor networks). In the literature, researchers
have proposed various mechanisms to maximise the lifespan of
sensor networks by conserving energy. (See, for example, [2],
[3], [4], [5].) These mechanisms usually compromise the
communication efficiency, or computational quality of the
networks.

In this paper we propose a new approach, that of online
charging, to address this problem. Rather than try and conserve
power, thus degrading the performance of the network, we
propose to employ a roaming charger device to recharge,
online, the individual motes in a functioning sensor network.
Although such technology, to our knowledge, does not exist
physically, we can easily imagine, for example, a device
that has a repository of spare batteries, replaces the spent
battery on a mote with a charged one, and then recharges
the used battery for later use. Our methodology will allow
applications designed for mobile adhoc networks, where the
individual devices typically have larger batteries and/or are
whose power can be readily replenished, to be easily ported
to motes in sensor networks. (See the United States National
Institute of Standards and Technology (NIST) website for a
comprehensive survey of mobile adhoc networks and various
applications [6].)

In this exploratory paper we formalise our proposed model
and present two online algorithms for the charger device to
schedule and recharge the motes in the sensor network so that,
ideally, all the motes have power all the time (Section II).
To the best of our knowledge this approach to extending
the lifespan of sensor networks has not been reported in the
literature. The model is arguably impractical at this time;
we believe that careful study of this model and promising
theoretical results about the model could spur technological
research to make it physically viable. In closing (Section III)
we indicate some of our future directions as we study this
model further.

II. PROPOSED MODEL AND A SOLUTION

A. The Scenario and Problem

As mentioned above, our model comprises of a collection,
M, of motes distributed in a given region of two-dimensional

space, along with a charger device, C. For convenience we
will assume that the region is discretized as a square grid so
that all the motes are at grid points. (See [7] for an algorithm
to logically situate the devices of a wireless network on grid
points.) The origin of the grid is the lower left corner of the
grid. We will denote the euclidean distance in the grid by δ(·, ·)
and the graphical or rectilinear distance (L1 metric) by d(·, ·).
We will assume, without loss of generality, that the grid under
consideration is a square S × S; D = 2S is the diameter of
the grid.

The location li of each mote, mi, then is a pair of non-
negative integers. LM will denote the set of locations of the
motes. The transmitting range of each mote is r. Thus the
resulting communication network is the graph Gc = (Vc, Ec)
where Vc = M and (mi,mj) ∈ Ec iff δ(li, lj) ≤ r. We
assume that Gc is connected. We will count energy in “work
units”. Each mote has a battery with a maximum capacity of
W work units. At each unit of time, each mote may perform
some task consuming up to ω work units of power. We will
denote the remaining power in the battery of mote mi at time
t by P(mi, t). When a mote’s power level drops below a
threshold τ , it broadcasts a message requesting service.

Initially, C starts at the origin, and, in our idealized scenario,
we assume that C has an unlimited supply of power. We will
denote the location of C at time unit t by lt. C moves around
in the region along grid lines, and during each unit of time, can
move one grid unit. Thus, starting at time unit t, C takes as
many units of time to arrive at mi as d(lt, li). We assume that
once C is at the location of a mote, the process of charging is
instantaneous. We will denote the complete graph representing
the possible motion of the charger by Gm = (Vm, Em) where
Vm = LM ∪{(0, 0)} and for each pi, pj in Vm, (pi, pj) ∈ Em.

We will assume that each mote and the charger are equipped
with some form of location service, e.g., GPS. When the
sensor network is deployed, all the motes first broadcast their
locations, go through a discovery phase and build their routing
tables for their neighbours; the charger builds a network
“map”.

For a sensor network deployed from time unit 0 until time
unit T , a schedule for the charger is a function σ : N →
M×{0, . . . , T}; σ(k) = (mi, t) means that the k-th recharge
done by C is at time t for mi. A schedule is said to be ideal
if for all t, 0 ≤ t ≤ T , for all mi ∈M, P(mi, t) > 0.

Our problem has two parts: For a given sensor network with
a charger running until time T , (1) if the work done by each
mote during each time unit is known a-priori, is there an offline
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algorithm to compute an ideal σ?, and (2) is there an online
algorithm to compute an ideal σ?

B. Problem Complexity

The first part of our problem above is an extended variant
of the problem called Deadline-TSP that has been shown to
be NP-complete. In the literature, several researchers have
presented approximation algorithms for this problem (see, for
example, [8]). Even if our network sizes are small enough for
the NP-completeness of the problem to not manifest itself,
our problem has an additional complexity. In the Deadline-
TSP problem, each vertex needs to be visited once; in our
case, after a mote is recharged, it continues working, and thus
is in need of a recharge several times during the lifetime of the
sensor network. A solution to the Deadline-TSP may schedule
a vertex to be visited, i.e., a mote to be recharged, even if
the mote has not done substantial work. As a consequence, it
may need to be recharged a second time before some of the
other motes have received their first recharge. This violates the
constraints placed on solutions to the Deadline-TSP problem.
Our problem is better approached as an online algorithm [9]
– we are concerned with maximising the lifetime of all the
motes in response to requests for service.

C. Online Algorithms and Results

Clearly, the performance of any algorithm to schedule
the charger will depend on the problem parameters that are
dictated by the application running on the sensor network.
Nonetheless, using any Hamiltonian cycle in Gm\{0, 0}it can
be easily shown that:

Theorem 1: Suppose W ≥ ω · |M| ·D. Then, there exists
an ideal schedule for this problem instance.

The sufficient condition in the above result is fairly idealis-
tic, though. Assuming a uniform distribution of nodes in the
region, and a uniform distribution of power used by each mote
per unit of time, we see that the expected distance between
two motes is S2/|M| and the expected workload per unit of
time per mote is ω/2. Thus, we have:

Theorem 2: Suppose W ≥ (ω/2) · |M| · (S2/|M|) =
(ω · S2)/2. Then, a hamiltonian cycle witnesses, with high
probability, an ideal schedule for this problem instance.

We used simulations of instances to study the perfor-
mance of two algorithms, a naive algorithm and an adaptive
algorithm, for computing a schedule. Our naive algorithm
computes a Hamiltonian cycle and uses that as a schedule. Our
adaptive algorithm has the charger constantly moving towards
some mote to recharge that mote. The charger maintains a
queue of requests for charging from motes. This queue starts
as being empty. Initially, the next mote chosen to be recharged
is the one closest to the origin. After that point, at any time
unit t, the charger is either on its way to a mote, or has arrived
at a mote. Figure 1 shows the algorithm the charger uses at
each time unit t.

Although our naive algorithm can easily be made to fail
with suitably chosen parameter values, our interest in studying
simulations of this algorithm is two-fold: (1) to determine

if charger has arrived at a mote mi,
if the request queue is empty,

Let the next mote be the mote that has been
least recently recharged.

else
Let the next mote be the closest mote that has

a request on the queue.
endif

else
if there is a new request,

add the request to end of the request queue.

Fig. 1. Adaptive algorithm

ranges, if any, of parameters for which this algorithm, sta-
tistically, does compute an ideal schedule, and (2) to compare
this algorithm with our adaptive algorithm.

We ran our simulations on a grid with parameter values:
S = 15, |M| = 30, r = 5, T = 5000, and ω = 20. The mote
locations were generated uniformly randomly, and we ensured
that the resulting communication graph was connected. The
work units used by each mote per time unit came from a
uniform distribution as well. Simulations on this scenario
with W = 2000 verify Theorem 2 – the naive strategy for
the charger maintains power for all the motes, and so does
the adaptive strategy. To get more meaningful results, we set
W = 500. Our adaptive algorithm behaves exactly as the naive
algorithm when the threshold τ is set to 0, since in this case,
motes never send requests to the charger. To experiment with
the adaptive algorithm, we varied the threshold τ between 0
and 500. We present a small sample of our simulation results
for the adaptive algorithm. We use the two attributes, average
time for which each mote had power, and the number of times
that motes “died” (lost all power). The complete set of our
results will be presented in the full paper. Figures 2 and 3
show the change in values of these two attributes as we varied
the value of τ using our adaptive algorithm. With the naive
algorithm (τ = 0), each mote was alive (on an average) for
2500 units of time, and the simulation witnessed about 1300
deaths. With the adaptive strategy, the average time for which
motes were alive peaked at about 3700 when the threshold
value was 200, and the number of deaths steadily decreased
as the threshold value was increased.

Fig. 2. Simulation Results – Motes’ time being “alive”
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Fig. 3. Simulation Results – Number of mote “deaths”

III. CONCLUSIONS

In conclusion, we have proposed a new model – online
charging – for addressing the energy considerations in a
sensor network. We have shown via simulations the feasibility
of converging on an online algorithm for computing nearly
ideal schedules for the charger. Future directions include a
formal competitiveness analysis, a statistical analysis of the
problem, including using different distributions to generate the
work load for the motes, extensive simulations to verify the
theoretical results, working on dropping some of the idealized
assumptions in our model, and studying the problem when
there are k > 1 chargers.
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Abstract- Many systems exist (TOA, AOA, RSSI) that can be 
used with diverse technologies (ultrasounds, infrared, Bluetooth, 
802,11...) for indoor location. In this article we choose to apply 
TOA on a ZigBee network, to be able to add useful 
functionalityies for other applications in an existing network and, 
in addition, achieve minimum consumption and low cost. The 
results that we find are promising, because we obtain a precision 
within a meter in 90% of the cases. 
 

I. INTRODUCTION 

An indoor system of range estimation allows you know the 
position of a mobile terminal with respect to a fixed node in 
closed surroundings. Appart from adding functionalities to 
existing networks or, as the search of devices or the presence 
detection, the range estimation is the base to create a system of 
indoor positioning, that mitigates the logic limitations of GPS 
location in interiors. 

 
For that reason, there is a lot of bibliography on the range 

estimation and location in this type of surroundings. Using 
ultrasounds technology we can obtain better results like [1], 
that achieves precision of 15 cm. The problem of such systems 
is that are dedicated surroundings: their nodes are only useful 
for the position estimation. In the present systems, 
nevertheless, one tends to integrate all the possible 
functionalities in a single system. 

 
With this philosophy, systems of range estimation in 

interiors have been developed on already existing networks, 
like Bluetooth in [2] or WLAN with standard 802.11 in [3]. In 
this type of networks, the achieved precisions usually are 
within a meter. 
 

Our election has been to integrate a system of range 
estimation on ZigBee, a commercial specification based on the 
standard IEEE 802.15.4. This standard fulfills our 
requirements exactly. In first place, we can use this network as 
a home automation system. In that way, it is common to have 
several nodes in same environment. In addition, its philosophy 
is based on minimum consumption and low cost, and the 
system that we have implemented adds a minimum hardware 
that does not increase in price the final node. So, our system 
will try to reach precisions similar to which obtains other non-
dedicated networks, but being added to the advantage of the 
minimum cost and low power. 

The article is divided as it follows: in section II, we 
described the different existing techniques for the range 
estimation. In section III we make a small summary of the 
standard 802.15.4 and its described superior layers in ZigBee. 
In IV we explained the implemented system, whose results 
detail in V. Finally, we draw the conclusions on which our 
future investigations will begin in section VI. 

 

II. METHODS FOR ESTIMATION OF DISTANCES 
 
Diverse techniques used for the indoor positioning of objects 

and people in surroundings exist. Most outstanding they are: 
 

 AOA (Angle of Arrival): this method uses 
multiArray antennas located in the base stations to 
determine the angle of the incident signal. If a 
terminal that transmits a signal is in the direct line of 
sight (LOS), the multiarray antenna can determine 
from what direction comes the signal. In order to 
know the position of the terminal, at least, one 
second estimation coming from another base station 
is necessary with the same technology that the first 
one. The second base station will locate to the 
terminal and will compare its data with those of the 
first station later to calculate the position of the user 
by means of trigonometry. 

 
 TOA (Time of Arrival): this technique is based on 

the measurement of the time of arrival of a signal 
transmitted by a mobile terminal to different base 
stations. In order to carry out the calculation, a 
possibility is to measure the time of roundtrip of the 
signal (RTT, Round Trip Time). This way, the whole 
range travelled by the signal is calculated as the 
product of the time used in arriving at the base 
stations and the speed of light. This is the technique 
that we will use. 

 
 RSSI (Received Signal Strength Indication): well-

known the power whereupon we received the signal 
in our node, we can consider the distance. The 
disadvantage of this technique is that it requires a 
good training, in addition to which its precision is 
seen remarkably affected by changes in the 
surroundings. 
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III. WIRELES PERSONAL AREA NETWORKS: ZIGBEE 

 
The personal area networks (PAN) are networks for 

interconnection of devices near a person that habitually have 
smaller reaches of 10 meters. Between the radio networks of 
this type, we have the well-known Bluetooth, with a medium 
transmission rate, and UltraWideBand, whose standard still is 
unfinished, and that it allows high rates of transmission. For 
our objective, we choose to use the standard IEEE 802.15.4 
[4], that describes layers physical and MAC of a radio 
network of low rate of transmission (LR-WPAN) and 
therefore of low cost. Between its basic characteristics: 
 

 Maximum rate of data transfer of 250 Kbps. 
 16 channels in the frequency band of 2,4 GHz. 
 Access to channel CSMA/CA. 
 QPSK Modulation, DSSS. 
 AES Encryption. 

 
Three types of nodes in a network 802.15.4 are 

distinguished: 
 

 ZigBee coordinator (ZC) or FFD (Full Function 
Device): The most capable device, the coordinator 
forms the root of the network tree and might bridge 
to other networks. There is exactly one ZigBee 
coordinator in each network since it is the device that 
started the network originally. It is capable of storing 
information about the network. 

 
 ZigBee Router (ZR): As well as running an 

application function a router can act as an 
intermediate router, passing data from other devices. 

 
 ZigBee End Device (ZED) or RFD (Reduced 

Function Device): Contains just enough functionality 
to talk to its parent node (either the coordinator or a 
router); it cannot relay data from other devices. This 
relationship allows the node to be asleep a significant 
amount of the time thereby giving you the much 
quoted long battery life.  

 
On standard 802.15.4, a group of 25 well-known companies, 

like Philips and Motorola, created the ZigBee specification [5] 
that contributes the superior levels (network and application) 
of the WPAN, with functions like the routing or the extreme 
security to end. Between the solutions available in the market, 
our project leaves from contributed by Microchip with its kit 
of evaluation of ZigBee PICDEM Z. 

 

IV. IMPLEMENTED SYSTEM  
 
In order to implement the decided system, a system of range 

estimation integrated in a network 802.15.4, the basic 

components are a microcontroller, a transceiver and an 
antenna; in addition to the devices that we will use to measure 
the time. 

 
This way, part of the evaluation kit PICDEM Z, that 

provides two ZigBee nodes, one working like FFD and 
another one like RFD. Each one of these nodes consists of two 
plates: the main one, with a microcontroller PIC18LF4620, 
and secondary with transceiver CC2420 of Texas Instruments 
and an integrated antenna.  

 
The last one is a transceiver designed specifically for 

applications of low power and minimum voltage, in 2,4 GHz. 
We will emphasize next some of its outstanding 
characteristics: 
 

TABLE I 
CC2420 CHARACTERISTICS  

 

Voltage 2,1 3,6 V−  Consumption 
in reception 18,8 mA  

Range of 
frequencies 

 

2, 4 2, 4835 GHz−
 

   Consumption 
in transmission 17,7 mA  

Bit Rate 250 Kbps  Power 
transmission 

25 
0 

dBm
dBm

−
 

Sensitivity 95 dBm−  
Frequency of 
the oscillator 16 MHz  

 
The configuration of the transceiver and its handling are 

carried out from the microcontroller. The communication 
microcontroller-transceiver makes use of the communication 
protocol SPI (Serial Communication Interface). It is a serial 
synchronous communication, in which the microcontroller 
acts like master, sending the clock signal and indicating when 
the communication by means of the pin is made Select Chip.  

 
In addition to these two lines, other two are only required, 

for outgoing data and incoming data. 
 

 
Fig. 1. Microcontroller-Transceiver Connections. 
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In each node PICDEM Z, the secondary card (daughter card) 
where the transceiver is, we also have a printed antenna of 
similar characteristics to the recommended one by Chipcon in 
[6] and that is omnidirectional in the horizontal plane. 

 
When we use TOA for the range estimation, we need to 

implement a low cost system to measure the time that passes 
since we sent a MAC frame until we received answer. 

Once decided the hardware to use, we see how we can use 
the measurement of RTT time to consider the distance 
between the nodes. 

The basic procedure consists of sending a frame used by the 
standard and waiting for an answer. If we know the time that 
have taken in arriving the answer and the speed to which the 
signal travels and we avoided the time of processing of the 
frame, we can obtain the distance that separates both nodes: 

 
·
2
c td =        (1) 

 
where d is the distance that separate both nodes, c the speed 
of the light and t the time that takes the signal in crossing the 
space that separates the nodes in roundtrip (for that reason it 
is divided by 2). 
 

Let us apply the idea to our WPAN, and count on the fact 
that already the answer does not take place of instantaneous 
form, but that requires a time of processing in the other node. 
Let us observe the following diagram: 
  
 

 

Fig. 2. Round Trip Time. 

 

As we see, the RTT is the time passed from the shipment of 
the last byte of the MAC frame, to the reception of the 
answer. Modifying the previous equation to adapt it to our 
case, theoretically we could obtain the distance between two 
nodes of the following form: 
 

( )·
2

procesamientoc RTT t
d

−
=     (2) 

 
In order to avoid having another hardware of count in the 

fixed node, due to processing times of non-constant frames, 
we used AUTOACK function available with transceiver 
CC2420. When activating it, according to [7], the transceiver 
gives back an ACK with the direction of the node that has sent 
it the original frame, exactly 12 symbols (1 symbol = 4 bits) 
after receiving it. 

For the creation of the code for our application, we will 
leave from stack of Microchip, modifying and adding the 
necessary thing; and with precaution of not interfering in the 
on-speed operation of a network ZigBee, since we looked for 
a system non-dedicated exclusively to the location. Basically, 
it consists of a set of archives .c, archives of head .h and other 
files, in which the inferior levels of the standard the 802.15.4 
and basic ones of ZigBee are implemented. From this way, 
the end user obtains a support to create its ZigBee 
applications without having to worry about basic functions of 
ZigBee such as to program the form in that the coordinator 
looks for a free channel to form a network, or the series of 
necessary messages so that a RFD can adhere to the same 
one. 
 

When not having control on the processing of the messages 
of the application layer of ZigBee to measure the RTT, we 
decided to use messages of level MAC directly. The following 
consideration is that the coordinator is always wide-awake, 
with which can receive messages at any time; it does not 
happen the same with the RFD.  

For this reason, it is logical to think that the one that receives 
the order, when pressing must be the RFD a button or to 
receive a message of the computer or the own coordinator, to 
send a MAC frame and to remain wide-awake waiting for the 
answer. Returning to Figure 1, the one will be the RFD that 
acts like mobile terminal, whereas the coordinator is the fixed 
node. 

 

V. RESULTS 

Theoretically, known the time that the answer takes to 
arrive at the frame, we will be able to compute the range to 
which they are. Obviously, a single transmission will not be 
sufficient to obtain a trustworthy calculation. In the first 
place, the own resolution of the oscillator which we use with 
the binary account marks an error that will be able to be 
reduced when making many transmissions. But, in addition, 
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there are other possible causes of error that could affect to the 
estimation [3]: 

 The discreet quantification of the time when using 
a signal of an oscillator for the measurement of the 
same one. In principle, the clock of 50 MHz would 
allow a resolution of 20 ns, which could lead to 
errors about 3 ms. Nevertheless, the clock that marks 
to the maximum resolution is the one of the 
transceiver: 125 ns, which takes us to 18 meters of 
precision if we only made a transmission. 

 
 Delays due to the own hardware. In any other 

application, they would not be important, whereas, 
for example, a logical door introduces a typical delay 
of "only" 15 ns. However, we remember that in our 
application a delay of 7 ns introduces an error of one 
meter in the measurement. From this way, the 
important thing of this type of delays is not as much 
that they are small, because they are constant. 
Parameters as the temperature of the circuit could 
affect these times. 

 
 Drift of the clocks. The stability of the crystal of the 

transceiver is about ±40 ppm (parts by million); 
whereas the one of our crystal of 50 MHz is about 
±100 ppm. We divided the pulse which we measured 
in the SFD (about 360 µs) between the 20 ns of 
oscillator period, and obtain that, in each 
measurement; they will pass approximately 18000 
cycles of clock. With the commented stability, 
statistically it would be very probable an error about 
two cycles by transmission. 

 
 The characteristics of the indoor surroundings. 

Let us take a break in this point. 
 

965 970 975 980 985 990 995 1000 1005
0

1000

2000

3000

4000

5000

6000

 
Fig. 3. First test to 50 MHz. 

 
To 2,4 GHz, many elements indoor can affect the 

transmission of the signal. (To 2,4 GHz, the wavelength is λ = 
12,5 cm). Wood furniture, walls, doors or the presence of 
people can cause effects of fading of the signal or scattering. 
Other standards as 802.11 working to 2,4 GHz can cause 

interferences and that the channel is occupied constantly, 
affecting to the access means; and certain elements as 
microwave ovens or alarms can remarkably affect the 
reception [8]. 
 

 
 

Fig. 4. The multipath effect. 
 
In [9] remembers that although the surroundings as much 

outdoor as the indoor can be model, in the case of these last 
ones introduce many more random components and more 
heterogenous elements, taking in frequency and spatial 
channels that vary constantly with time. In addition, 
phenomena as the reflection and the dispersion cause to the 
multipath effect, which will make difficult the estimation of 
the distance. 
 

Tests will be made. The nodes will be separated one meter, 
and 20.000 transmissions will be made. This procedure will be 
repeated for different distances in different environments. We 
are looking for: 

 
 The pattern between time and distance in each 

environment. The least squares method will be used 
for this matter. 

 
 The number of transmission needed to obtain an 

adequate estimation. We will use the batch means 
method. 

 
-Least Squares Method 
 
The procedure for fitting some experimental results to a 
function is called linear regression. We can obtain also its 
error. This function can be either linear or curved. We will try 
to fit the data to a linear one, represented by the function:  
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 ( )f x ax b= + , which will allow us to predict future 

values. 
 

Having some experimental data, the objective is to minimize 
the error between that data and the values that the final 
function would obtain. Minimizing the sum of the squares of 
the residual:  
 

( )( ) ( )( )2 22

1 1 1

N N N

i i i i i
i i i

s e y f x y ax b
= = =

= = − = − +∑ ∑ ∑    (3) 

 
where s is the residual, N  is the total number of samples 

that we have, iy  is the i-th value for ix , and the values we 
want to obtain are those that determinate our linear function: 
the coefficients a and b. 

 
There is also a way to know if the data fits well to the 

obtained function: we can use the “correlation coefficient”, r, 
which can be obtained from: 

 

1 1 1
2 2

2 2

1 1 1 1

N N N

i i i i
i i i

N N N N

i i i i
i i i i

N x y x y
r

N x x N y y

= = =

= = = =

−
=

⎛ ⎞ ⎛ ⎞
− −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

∑ ∑ ∑

∑ ∑ ∑ ∑

   (4) 

 
This coefficient will return a value between 0 and 1. The 
more r approximates to 1, the more the data fits the calculated 
function, and therefore, our approach will be more 
trustworthy. 
 

-The batch means method. 
 
The batch means method, also called method of subsamples, 

is a stopping criteria recommended in [10], which can be used 
in our case to determine the number of samples needed to get 
a nice estimation of the distance. As we have said, 20.000 
transmissions are done for each distance on our tests; but 
surely we will not need so many transmissions to calculate the 
distance.  

 
The main idea of the method consists on, given a long run of 
N samples, where N = 20.000, we divide them into m = [N/n] 
batches of n samples each. We calculate the mean of each one, 
and the variance of those means; and then we repeat the 
process with bigger batches. If the system works well, as we 
increase the number of samples on each batch, the variance of 
the means will be reduced. Then, we start with a small value 
of n, for example, n = 1, and proceed as follows: 

 
1. Compute means for each batch: 

1

1 n

i ij
j

x x
n =

= ∑       (5) 

with i=1,2…m. 
 

2. Compute an overall mean: 

1

1 m

i
i

x x
m =

= ∑          (6) 

 
3. Calculate the variance of batch means: 

( ) ( )
2

1

1
1

m

i
i

Var x x x
m =

= −
− ∑    (7) 

 
-Results obtained: 
 
Some samples of the results obtained in two real indoor 

environments are shown. The first one is a corridor, (2 meters 
of width, 30 meters long).  

 
Fig. 5. 4 meters. 

 
Fig. 6. 14 meters. 
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As can be seen, the results are qualitatively consistent because 
they shift to the right as the actual distance increases, with 
approximately constant separation between consecutive 
distributions. We could say that, with an specific training, the 
precision obtained with the system could be near one meter. 
With these results, we have tried some estimators to choose 
the one with the greatest correlation coefficient. Table II 
shows the performance of each one: 

TABLE II 
ESTIMATOR IN SPECIFIC STAY  

 

Estimator correlation 
coefficient 

η  0.9088 
η σ−  0,8136 

2η σ−  0,8503 
3η σ−  0,7532 

 
The average η is the best one, as we can see on Fig. 7: 
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Fig. 7. Average RTT/ distance in specific stay. 

 
The second environment was a hall. 

 
Fig. 8. 2 meters. 

 

Fig. 9. 6 meters. 
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Fig. 10.  Average RTT/ distance in specific stay. 

 
The results obtained in the hall, as we can see on the graphs 

above, are even more promising. The batch means method has 
been performed for each test, concluding that the most 
efficient number of transmissions varies between 100 and 
1000. On the next figures the percentage of successes with 
errors of +/- 1 meters using 100, 500 and 1000 transmissions 
is showed. 
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Fig. 11.  Percentage of success in model Hall. 
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Fig. 12.  Percentage of success with an error of 1 meter. 

 

VI. CONCLUSIONS AND FUTURE WORK 
 
In this study, a ranging system implemented on a ZigBee 

network has been performed. The results prove that applying 
the measure of RTT to this kind of network can achieve 
accurate ranging capabilities: in 90% of the cases, a maximum 
error of +/- 1 meter is obtained. It is also demonstrated that 
100 transmissions of MAC data frames are enough to achieve 
good precisions; with the advantage of obtaining it wasting 
less time. In fact, only 3 seconds are needed to estimate the 
distance using 100 transmissions. 

 
Thus, a similar precision to the ones obtained by other 

commercial systems and studies based on wireless networks 
has been achieved. Moreover, this precision has been 
accomplished with a cheaper system.  

 
The results of this research can be applied to indoor location. 

Our future work will consist on applying multilateration 
techniques on a complete network, to be able to determine the 
position of a mobile node.  
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Performance analysis of the association of the
routing protocols AODV and DSR with the Gossip

algorithm and the Quorum system
Renata Lopes Rosa, José Roberto de A. Amazonas

Abstract—Nowadays, the utilization of ad-hoc networks is
increasing and due to the high probability of node damage,
fault tolerance has become an important reliability issue. In
this work we analyze the impact of the association of semi-
probabilistic routing algorithms to contents replication strategies
on the faultless network to verify if such techniques are viable
candidates to implement fault tolerance.

Index Terms—fault tolerance, Gossip, Quorum, ad-hoc net-
works, routing protocols.

I. INTRODUCTION

AD-HOC networks are designated as non-structured net-
works and their use is increasing in a steady pace. In

these networks, nodes can be included or excluded without
the need of a previous configuration. Due to the nodes’
high damage sensitivity, great mobility and absence of a
central node, it is necessary to devise ways of increasing the
fault tolerance, either by means of routing protocols or their
association with other protocols and systems that may help the
network survival.
This work has the objective of analyzing fault tolerant

networks and to study means to minimize the performance
degradation due to the nodes’ mobility by means of improved
routing protocols and data replication systems. In this specific
article, the impact of semi-probabilistic routing algorithms,
known as Gossip, and data replication systems, known as Quo-
rum, on the networks performance in a faultless environment,
is studied. As it will be seen, the decrease of both the overhead
load and the total consumed energy, make these strategies
viable candidates to implement fault tolerance.
Among the several ad-hoc networks routing protocols, we

selected the AODV (Ad hoc On-Demand Distance Vector)
e DSR (Dynamic Source Routing), which are classified as
on-demand protocols, because of their large acceptance and
the existence of many studies that serve as reference for
comparison [1], [2] and [3].
As previously mentioned, besides the routing protocols, this

work also studied:
• the semi-probabilistic routing information relay scheme
named Gossip;

• the data replication system named Quorum.
Besides the Gossip, there are other kinds of algorithms

reported in the literature, as [9], [10] and [11]. However, the
Gossip has been chosen because of the decrease of the number
of AODV messages sent between nodes in order to find a
path from a source node and a destination node, reducing

the overhead load. According to [6], a 35% less overhead
messages has been obtained than the flooding (information
spreading among all network nodes) technique reported in
[4] and [5]. Due to the Gossip’s degree of redundancy of
information distribution, it has the the characteristics of fault
tolerance and load sharing among the network nodes.
The results reported in [6] were based only on the AODV

protocol. In this work, we have also analyzed the Gossip
impact on the DSR protocol.
Additionally, the association of the data replication system

Quorum with the AODV and DSR protocols is studied, and its
association with Gossip is evaluated in terms of the network
throughput.
This being so, this work extends the results reported in [6]

by the study of the DSR and the Quorum.
After this introduction, Section II presents a theoretical

revision of ad-hoc networks routing protocols (with emphasis
on AODV and DSR), the Gossip algorithm and Quorum
system; Section III introduces the simulation scenario; Section
IV discusses the experimental results; and Section V is a
summary of our conclusions and indication of future work.

II. THEORETICAL REVISION
The routing protocols are classified in the categories shown

in Fig. 1 and detailed in the following:
• Based on routing information update mechanisms:

– Proactive (or table-driven): each node keeps up-to-
date information about the network topology, i. e.,
all nodes have complete knowledge about the paths
to all other nodes by means of frequent exchange of
routing information. These information are usually
distributed by means of flooding through all the net-
work. Whenever a node needs a path to a destination,
an appropriate algorithm is used to find a route based
on the topology or best route information kept by the
node itself;

– Reactive (or on-demand): the nodes don’t periodi-
cally exchange routing information, but they find the
path, whenever it is necessary, by means of a route
discovery process between the interested nodes;

– Hybrid: combination of the before mentioned cate-
gories - table-driven and on-demand.

• Based on the use of temporal information:
– Using past temporal information: they use informa-
tion of the past state of the link at the time of taking
routing decisions;
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2

– Using future temporal information: they have a future
expectation about the state of the link and take
approximate routing decisions.

• Based on topology information organization:
– Flat routing: they use an addressing scheme similar
to that used in IEEE 802.3 networks;

– Hierarchical routing: they make use of a logical
hierarchy and an associated addressing scheme.

• Based on utilization of specific resources:
– Power-aware: they aim at minimizing the energy
consumption of a node or of the whole network;

– According to geographic information: they tend to
improve the routing performance and to reduce the
control overhead using geographic information of the
network.

Routing Protocols for
Ad Hoc Wireless Networks

Based on
Routing Information
Update Mechanism

Based on
The Use of Temporal
Information for Routing

Table-Driven
(Proactive)

On-Demand
(Reactive)

Hybrid

DSDV, WRP, CGSR,
STAR, OLSR, FSR,

HSR, GSR

DSR, AODV, ABR,
SSA, FORP, PLBR

CEDAR,
ZRP,
ZHLS

Path Selection
Using

Past History

DSDV, WRP, STAR,
DSR, AODV, FSR,

HSR, GSR

Path Selection
Using

Prediction

FORP, RABR, LBR

Based on Topology
Information Organization

Flat
Routing

Hierarchical
Routing

DSR, AODV, ABR,
SSA, FORP, PLBR

CGSR, FSR, HSR

Miscellaneous
Classification Based on

Utilization of Specific Resources

Power-Aware
Routing

PAR

Routing Using
Geographical
Information

LAR

Routing with
Efficient
Flooding

Table-Driven On-Demand

OLSR PLBR

Fig. 1. Routing protocols category [14]

A. AODV Protocol
This protocol use the following variables:
• Source sequence number (SrcSeqNum): sequence number
generated by the source node;

• Destination sequence number (DestSeqNum): ever in-
creasing sequence number, used as a means to verify how

recent a route is, because a DestSeqNum with a larger
value will represent a more up-to-date route;

• Source identifier (SrcID): it specifies a source node that
intends to send packets to a determined network node;

• Destination identifier (DestID): it specifies a destination
node that shall receive packets from a determined network
node;

• Broadcast identifier (BcastID): when several broadcasts
are sent into the network, each of them receives an
identifier associated to a given RREQ message enabling
its identification. It is incremented when any new route
request is sent;

• Messsages’ time to live (TTL): a counter that represents
the maximum time that can elapse before a message is
discarded;

• Hops count : number of necessary hops to reach a given
node from a specific source node.

And the following messages:
• Hello: these messages are periodically sent to confirm the
connectivity between neighbors;

• RouteRequest (RREQ): route request messages are sent
to the entire network to find a destination node, when the
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route is not known anymore;
• RouteReply (RREP): this is the answer to a route request
specifying how to reach a destination node;

• Route Error (RERR): it is a link failure warning. When
a link between two nodes comes down a RERR is sent;

When a node wants to send a packet to another
node and does not know a route yet, the source node
sends a RouteRequest (with SrcID, DestID, SrcSeqNum,
DestSeqNum, BcastID and TTL) to all its neighbors by
diffusion. If a neighbor is not the destination or if it does
know a valid route to the destination, it forwards the RREQ
to all its neighbors. This flooding process is repeated, till the
requisition reaches either the destination or a node that knows
a route to the destination.
A destination node answers to a RREQ by sending a RREP

message, through the reverse path, that contains the source
and destination addresses, the destination sequence number,
the hops count that is incremented by one at each hop, and its
TTL. Before sending a RREP, the destination node updates its
sequence number as the maximum between the present value
and the value received in the RREQ message. At each node
traversed by the RREP message on the reverse path, the next
hop to reach the destination is stored in an entry concerning the
destination, i. e., the neighbor’s address from which the answer
has been received and the destination’s sequence number.
The movement of an active node may make a link that was

being used to come down. In this situation an error message
(RERR), warning about the link that is down, is sent to all
affected nodes. Thus, each node that receives a RERR must
decide to forward or not this message, besides to update its
routing table, registering that the destinations specified in the
message are unreachable and updating their sequence numbers.
Fig. 2 illustrates the AODV’s RREQ and RREP messages in

the network. The RREQ broadcast is initiated by node 1 that
send a RREQ to nodes 2, 3 and 4. By their turn, they verify
if they know a route to node 10 and they forward the RREQ
to their directly connected neighbors, i. e., nodes 5, 6 and 7.
As the node 7 knows a route to the destination node 10, it
then sends a RREP to the source node. If any other node also
knew a route to node 10, it would also answer with a RREP
to the source node, as for example, node 8.

B. DSR Protocol
The DSR protocol uses the same messages as the AODV

protocol, working in a similar way, with the difference that
it employs a route cache that stores all possible information
extracted from the source route of a data packet. In the
AODV only the most recent route is stored, the other ones
are discarded.
It has been designed to consume less bandwidth, due to

the suppression of the periodic messages about the network
state used to update the routing tables. This is an unique
characteristic of this protocol, when compared with other on-
demand routing protocols, because the active nodes do not
need to transmit periodic Hello messages to their neighbors to
notify they are alive.
The DSR works with a maximum number of 200 nodes

and from 5 to 10 hops, while the AODV works with more

Fig. 2. AODV’s RREQ and RREP messages

TABLE I
DIFFERENCES BETWEEN THE AODV AND DSR

Support to Send Intermediate Routing
multiple periodic nodes information
paths messages need are exchanged

intelligence with neighbors
to find at different
a route levels

AODV Yes Yes Yes No
DSR No No No Yes

than 200 nodes. Other differences between theses protocols
are illustrated in Table I.

C. Gossip algorithm
The Gossip algorithm is a probabilistic multicast protocol in

which a node forwards information only to a given number of
neighbor nodes, that is established by means of a probability
setup in the algorithm. In this way, the network flooding is
avoided, unless the probability is set to 1, meaning that 100%
of the neighbors should receive messages.
Each node in this kind of Gossip algorithm keeps only a

partial view of the entire system, that is employed to guide
the selection of nodes that will participate in the information
exchange.
The fact that the senders randomly choose to whom they

send messages, makes the Gossip fault tolerant and completely
distributed.
There are different kinds of Gossip algorithms, and the most

common are;
• GOSSIP1 (p, k): it sends a broadcast to the first k hops,
allowing the initial messages to be forwarded with a
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probability p = 1 (100%). After receiving a message for
the first time, the node forwards it with p < 1.

• GOSSIP2 (p1, k, p2, n): the information forwarding of a
given node depends on its relative position to the source
node and on the number of neighbor nodes (n).

• GOSSIP3 (p1, k, m): the information forwarding of a
given node is made according to a sufficient number of
retransmissions (m). If a node decides not to forward a
message and after that it receives less than m copies of
messages, it sends a broadcast message at once.

This work employs the GOSSIP2 algorithm, whose param-
eters are described hereafter:

• p1 is the probability of a node forwarding the gossip if
the number of its neighbors is greater than n.

• k is the number of initial hops for which the gossip is
forwarded with propbability equal to 1.

• p2 (p2>p1) is the probability of a node forwarding the
gossip if the number of its neighbors is less than n.

• n is the number of neighbors threshold.
• Fanout: is the selected number of nodes (t) to receive
the message sent by the emitter. High values of fanout
ensure a higher level of fault tolerance at the expenses
of a higher degree of redundant traffic generation in the
network.

When a node receives a message for the first time, it stores
the message and forwards it to a given number of nodes
(fanout). These nodes, by their turn, select some of their
neighbors and propagate the message. If a node receives a
message that it already knows, it ignores it.
The bottom line of the Gossip algorithm is to make all

nodes participate in the same manner of the information
dissemination. Thus, if a node wants to send a broadcast
message, it randomly selects t nodes (its fanout) and sends
the message to them.
Fig. 3 is a step-by-step illustration of how the information

is disseminated through the network. The black nodes are
information disseminators and receivers. The gray nodes are
only receivers. The black nodes select an average number
of 2 neighbors (initially only the gray nodes and then gray
and black nodes). This number is given by the information
forwarding probability, 40-50%. The path followed by the
information is represented by the lines in the figure. The nodes
that receive the information, also select two other neighbors
and forward the information to them. The fact that some of the
neighbors have already received the information (black nodes)
does not prevent them to receive the same information again.
This characteristics makes the Gossip a redundant algorithm.
Eventually, all nodes receive the information (black nodes of
the step 6).

D. The Quorum System
The Quorum system is a set of tools used to implement high

availability of distributed shared memory. Consider a set of
servers that are divided in a certain number of subsets named
Quorums. The intersection between any pair of Quorums is
always non-empty. As a principle, a Quorum system says that
if a shared data source is stored in a set of servers, then

Fig. 3. A step-by-step illustration of the Gossip’s information dissemination

read and write operations need to be implemented in only one
Quorum. The intersection property of Quorums ensures that
each reader has access to the most recent data. Any practical
Quorum system must take into account that some of the servers
may fail and, even in this situation, they must exchange data
among them and continue to work.
This work presents a system made of an arbitrary number

of clients and a set S of a fixed number of servers.
There is a Quorum system Q if:

Q = Qr+ Qw (1)

where Qr is a set of quorums used for read operations (Read
Quorum) and Qw is a set of quorums used for write operations
(Write Quorum). Any Read Quorum and Write Quorum pair
have a non-empty intersection.
The Quorum system used in this work is based on [12] and

its functioning is as follows:
• To write data on a Quorum’s server, the client checks the
Read Quorum’s servers to choose a timestamp larger than
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any existing timestamp for any data already saved in the
servers and send the data to the Write Quorum’s servers
associated to the largest chosen timestamp.

• To read data from a Quorum’s server, the client checks
the Read Quorum’s servers and looks for the most recent
data, i. e., those that have the largest timestamp, and
return the data to the user.

E. Performance Parameters
The performance parameters chosen to evaluate a fault

tolerant system were:
• RREQ: messages sent by a node to a set of nodes with
the objective of find a route. The total number of RREQs
has been measured.

• Throughput (bps): parameter that indicates the effective
data transmitted in bits and measured in an time interval.

• Latency (s): represents the elapsed time for a packet to go
from a source node to a destination node. It is given by the
sum of sending and receiving delays of CBR (Constant
Bit Rate) flows.

• Packet loss (%): represents the difference of the number
of sent packets and the number of received packets over
the number of sent packets, given in percentages.

• Energy consumption (mWhr): is given by the sum of
energy consumption employed on receiving (RX) and
transmitting (TX) information. As an example, the energy
consumed by data transmission is computed by 2:

Consumption = [(TxPowerCoef× txPower)+
TxPowerOffset] × txDuration

(2)

where TxPowerCoef and TxPowerOffset are statistically
defined by the WaveLAN specifications [13] as 16/s and
900 mW, respectively. txPower is proportional to the
distance the signal has to travel.

III. SIMULATION SCENARIO
Two network simulators have been analyzed, namely: NS-2

[15] and Glomosim 2.03 [16] educational version. Both of
them are free software and have been extensively used in
research providing many research references for comparison.
The Glomosim 2.03 is a scalable discrete events simulator

developed by the UCLA and, besides the forementioned argu-
ments, it has been chosen because it has been used in [3] that
is an important reference for this work.
The simulation scenario has been defined as:
• 1000 m x 1000 m area;
• simulation time: 5 minutes;
• number of nodes: 80 - uniformly distributed over a grid
of degree equal to 11,7 (average number of immediate
neighbors);

• traffic: a set of 30 CBR flows between of randomly
chosen node pairs. The transmission rate is 2 packets per
second; each packet has 512 bytes;

• mobility: five mobility situations have been defined by
their pause duration - 50, 100, 150, 200 and 250 seconds.
A no mobility scenario has also been simulated;

• protocols: the following combination of protocols have
been simulated:
– AODV;
– DSR;
– AODV + Gossip
– DSR + Gossip
– AODV + Quorum

IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this work, the number of Route Requests (RREQ),

the total throughput in bps, the total network’s latency, the
total energy consumption in mWhr and the percentage of
lost packets have been measured for the different simulation
scenarios.
According to Fig. 4 we realize that the AODV generates a

greater number of RREQs than the others because it employs a
system of periodical signaling by means of its Hello messages.
The Hello messages ensure that the AODV protocol always has
up-to-date routes. Associating the AODV with the Gossip, the
number of RREQs decreases as a direct consequence of the
reduced number of messages employed by the Gossip, due to
the probabilistic factor used for deciding about the messages
forwarding that avoids the flooding behavior. On the other
hand, the DSR presents a low value of the number RREQs
due to its characteristic of scarce signaling that can be used
because it employs a cache system instead of looking for the
most up-to-date routes. Associating the DSR with the Gossip,
there has been a slight increase on the number of RREQs
because the Gossip’s redundancy of information forwarding.

50 100 150 200 250 300
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2
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8

10

12
x 104 RREQ

pause time (s)

AODV
DSR
AODV+gossip
DSR+gossip

Fig. 4. RREQs messages

According to Fig. 5 it can be seen that the AODV provides
a higher throughput than the DSR in the mobility scenario.
This happens because the AODV employs a scheme of more
up-to-date routes and, consequently, existing routes between
nodes. Without mobility, the DSR shows a better performance
than the AODV because of its low signaling overhead. In the
mobility scenario, the probability that the information stored
in the DSR’s caches is invalid increases, decreasing the total
throughput. The association of the Gossip with both protocols
has little influence on their performance. However, the slight
decrease of throughput observed can be explained by the fact
that the Gossip sacrifices the packet delivery to keep the
overhead load low.
According to Fig. 6 the DSR’s performance in terms of

latency is better than the AODV’s. This can be easily explained
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Fig. 5. Throughput (bps)

because the DSR employs a cache system and the AODV can
be said to be more reactive, in the sense that it has to find
new routes by sending RREQs over the network. Thus, the
DSR does not have to evaluate new routes every time and the
AODV protocol incurs in a delay to update the routing tables.
Associating the Gossip to both protocols increases the latency
because there is a delay to compute the neighbors to which
the information should be forwarded.
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Fig. 6. Latency (s)

In summary, despite the fact that the Gossip algorithm
slightly sacrifices the latency and throughput performance
characteristics, it decreases the number of overhead RREQs
messages that represent an overload and a factor of energy
consumption. According to Fig. 7, it can be seen that the stan-
dard GOSSIP2 algorithm provides some energy consumption
reduction. The observed reduction has not been very important
but it indicates that making the Gossip power-aware may be
an interesting research approach.
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Fig. 7. Energy consumption (mWhr)

This work has also verified that the Quorum system in a
fault-free scenario does not impact the performance results of

any parameter.

V. CONCLUSIONS AND FUTURE WORK

This work revised the most used routing protocols in ad-
hoc networks, AODV and DSR, a semi-probalibilistic routing
algorithm, Gossip, and a data replication scheme, Quorum.
For a fault-free simulation scenario, considering no mobility

and five different mobility situations, the protocols’ perfor-
mances have been evaluated in terms of the number of RREQs
messages, throughput, latency and energy consumption. It has
been verified that the Gossip algorithm reduces the number of
overload RREQs messages and slightly sacrifices the through-
put and latency values. It has also been observed a minor
energy consumption reduction. The Quorum system does not
impact the performance for the fault-free scenario.
This being so, the Gossip algorithm and the Quorum system

are interesting candidates to implement fault tolerance in ad-
hoc networks.
As future work, we propose to analyze the performance

degradation against fault tolerance for all the situations already
analyzed in this work. Additionally, we intend to develop
a power-aware version of the Gossip algorithm to improve
the energy consumption reduction, that can be based on
introducing a sleep mode state for the nodes that are not
receiving any information in a determined instant of time. The
new scheme will be compared with other solutions reported
in the literature.
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Abstract  —  MANET is characterized by highly changing 
network topologies and connectivities. Due to such highly 
dynamic  scenarios,  the  conventional  IEEE 802.11  MAC 
protocol  has  various  shortcomings  with  regard  to 
MANETs.  The  RTS/CTS  access  scheme,  designed  to 
reduce  the  number  of  collisions  in  an  IEEE  802.11 
network, is known to exhibit problems due to Deaf nodes, 
the  imbalance  between  the  interference  range  and  the 
communication range of the nodes, and scenarios in which 
nodes are unnecessarily silenced, thus preventing parallel 
transmissions to take place. We present an approach for 
enhancing  the  performance  of  the  IEEE  802.11  MAC 
protocol by introducing a new paradigm of Circularity for 
selectively discarding, delaying or extending the circularity 
satisfied  RTS,  CTS  or  DIFS  to  allow  certain  parallel 
transmissions  to  proceed  and  obviate  some ACK/DATA 
collisions  which  is  one  of  the  major  issue  due  to  the 
formation  of  Deaf  nodes  to  enable  MANETs.  We 
implemented  the  circularity  approach  in  ns-2  simulator. 
Through  a  series  of  experiments,  we  show  that  the 
circularity approach provides a significant improvement in 
the  throughput  and  contributes  to  a  reduction  of  the 
number of collisions in most scenarios.
Index Terms — MANETs,  MAC  layer,  Deaf/Masked 
nodes, Throughput, RTS/CTS

I. INTRODUCTION
A Mobile Adhoc Network (MANET) is a network architecture 
that can be rapidly deployed without relying on pre-existing 
fixed network infrastructure. The nodes in a MANET can dy-
namically join and leave the network, frequently, often without 
warning, and possibly without disruption to other node’s com-
munication. Finally, the nodes in the network can be highly 
mobile, thus rapidly changing the node constellation and the 
presence or absence of links.
Since node communication in a dense network happens at the 
same frequency band, the problem of packet loss due to colli-
sion becomes an area of focus. The IEEE 802.11 standard [1] 
has been primarily designed for wireless LANs and is respon-
sible for scheduling medium access for multiple stations that 
are contending for the common channel. It uses a medium ac-
cess  scheme  based  on  the  Carrier  Sense  Multiple  Access 
(CSMA) [2] protocol, where a node transmits only if it finds 
the medium to  be  idle  for  a  pre-defined  Inter  Frame Space 
(IFS). It  also uses a Request-To-Send (RTS) and Clear- To-
Send (CTS) control packets to coordinate channel access [3] 
and minimize costly packet collisions in hidden node scenar-
ios. In multi-hop networks, some nodes may not hear control 
packets from other nodes within the network. This leads to an 
RTS/CTS exchange with reduced chances of success and in-
creased possibility of packet collisions. The problem is further 

complicated with packet loss arising due to some transmissions 
being masked by other on-going transmissions in their neigh-
borhood [4].  The masked node problem is an example of a 
shortcoming of the IEEE 802.11 when it is used in MANETs.
In [5] the authors propose the selective disengagement of the 
RTS-CTS handshake in IEEE 802.11. They point out that the 
802.11 standard was developed keeping in mind that the carri-
er sensing range is equal to the transmission range whereas it 
is 1.78 times of the latter [6]. This means that any node can ac-
tually hear transmissions going on two hops away thereby re-
solving the hidden node problem to some extent. This however 
leads to another problem: due to the basic CSMA/CA scheme, 
a sender will transmit neither control nor a data packet if it 
senses  the  channel  is  busy.  By  disengaging  the  RTS-CTS 
handshake based on the number of ”CTS timeouts”, they en-
able greater fairness and higher network throughput both due 
to lesser control overhead and enabling parallel transmissions 
to take place.
In this  paper,  we use a  similar  technique of  turning off the 
RTS-CTS handshake for particular instances along with delay-
ing  the  transmission  of  the  CTS  packet  and  extending  the 
DIFS to enable parallel transmissions to be completed by obvi-
ating costly ACK/DATA collisions. These changes are made 
to the IEEE 802.11 MAC protocol and simulations are carried 
out to compare performance differences. However, revamping 
the entire MAC standard or the transport layer protocol for use 
in MANETs is absolutely infeasible due to wide adoption of 
both. Some modifications need to be incorporated to make the 
proposed  and  the  legacy protocols  inter-operable  with each 
other to ensure fairness and optimal resource utilization. Effec-
tive changes should be incorporated in a ”non-invasive” man-
ner, i.e. the changes should be based on the underlying mecha-
nisms of the current standard, with as few major changes as 
possible. The modifications proposed in this paper are novice 
but effective enhancements to the current standard keeping the 
underlying principles  and the workings of  the  IEEE 802.11 
standard almost untouched. Section II of this paper  presents 
Related work with regard to MANETs. In Section III a Novel 
approach  for  effective  bandwidth  utilization  is  presented, 
while the Simulation study, and conclusions are made in sec-
tions IV, V. 
                              

II. RELATED WORK
The IEEE 802.11 standard uses the Distributed Coordination 
Function (DCF) which includes Carrier Sense Multiple Access 
with Collision Avoidance (CSMA/CA) as the fundamental ac-
cess technique. There are two primary access methods in IEEE 
802.11: the basic access and the RTS/CTS access method. The 
basic  access  scheme involves only a  reliable transfer  of the 
data packets from the source to the destination by using ACK 
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packets.  In the RTS/CTS access scheme, the RTS and CTS 
control packets are first exchanged and the channel is reserved 
exclusively between the source and destination, which is fol-
lowed by the DATA/ACK packet transmission. This RTS/CTS 
dialog helps in the implementation of the virtual carrier sens-
ing mechanism which is also accompanied by physical carrier 
sensing in IEEE 802.11 DCF. The RTS/CTS frames contain a 
duration field which is used by the neighbors to set a specific 
Network Allocation Vector (NAV) during which the nodes are 
sent to ”silence” state during which the packet exchanges are 
being carried out between the sender and receiver nodes. On 
the other hand, physical carrier sensing is implemented using 
Interframe spaces. After a channel is sensed idle for a DCF In-
terframe Space (DIFS) time interval, the back-off procedure is 
invoked by the station which has to send the data. A Short In-
terframe Space (SIFS) is  used to  separate  transmissions be-
longing to a single session (CTS, DATA and ACK packets). 
Extensive work has been carried out on the IEEE 802.11 DCF 
and the usage of the RTS/CTS mechanism [7],[8].
In [6], the authors present mathematical proof that the interfer-
ence range is typically 1.78 times the communication range. 
Even though a node may not be within the transmission range 
to successfully receive a CTS packet, it may still be the cause 
of interference at the sender. As a simple solution to the above 
problem, it is suggested that a node should only reply with a 
CTS when the received RTS is above a certain receiving pow-
er threshold, i.e., it is sufficiently close to the transmitter and 
hence  avoid  perceptible  interference  from other  nodes.  [9] 
Shows that an optimal carrier sensing range along with an ap-
propriate transmission range and an interference model signifi-
cantly increases network throughput. Another related work [5] 
tunes  the  RTS/CTS  exchange  by  selectively  disengaging  it 
when there are occurrences of the CTS not being returned. In 
[10],  the  author  states  with  increasing  network  complexity 
and/or node mobility, a node which has not heard of a RTS or 
CTS packet may migrate into the footprint of a receiver and 
destroy  a  DATA packet  by  initiating  its  own transmission, 
oblivious to its  surroundings.  [4] Points out another type of 
nodes  in  the  same class  as  that  of  hidden  nodes  which are 
termed”masked” nodes. The authors show that the RTS/CTS 
exchange  is  not  enough  under  perfect  operating  conditions 
since neighbor nodes are masked by other on-going transmis-
sions  nearby.  Masked  nodes  cannot  decode  the  RTS/CTS 
packets correctly and may end up causing Data/ACK packet 
collisions later on.
Other widely used approaches to resolving medium access in-
clude splitting the available channel into separate control and 
data subchannels. [11] Proposes two schemes that attempt to 
pipeline contention resolution with data transmission to reduce 
the idle waiting time and decrease overall delay. For wireless 
environments, it also proposes a partial pipeline approach to 
overcome the shortcomings of the total pipelining scheme. The 
authors show that with proper channel division, a net through-
put increase can be obtained. The authors of [12] propose, the 
Bi-directional Multi-Channel MAC protocol, where the band-
width  is  divided  into  one  control  channel  and  several  data 

channels.  It  is  bi-directional  because  the  receiver  may also 
send his own data packet (if any) to the sender using any of the 
other available channels thereby eliminating the need of anoth-
er RTS/CTS handshake.

III. A NOVEL APPROACH FOR EFFECTIVE 
BANDWIDTH UTILIZATION

A. Motivation 
The 802.11 protocol was primarily designed with WLANs in 
mind and in the case of MANETs the existing protocol  has 
simply  been  ported.  Hence  it  is  of  utmost  need  that  the 
protocol is fine-tuned keeping in mind the infrastructure less 
MANETs which are highly mobile. Due to this node mobility, 
the  various  problems  (hidden  nodes,  exposed  nodes,  deaf 
nodes etc) crop up and with their presence the total number of 
packet collisions within the network increase manifold. These 
packet collisions decrease the net throughput of the network, 
increase  the  end-to-end delay between nodes and ultimately 
lead to inefficient bandwidth utilization. Packet collisions may 
be categorized as follows:
 -  RTS  packets  colliding  with  other  RTS  packets  when  two 
stations start transmission simultaneously.
 -  DATA  packets  colliding  with  RTS/CTS  packets  from 
masked/deaf nodes.
-   ACK packets colliding with RTS/CTS packets from   masked/deaf 
nodes.
In  this  work,  we define  a  channel-access  scheme for  better 
channel  utilization  while  encouraging  parallel  transmissions 
from other non-interfering nodes.
B. Circularity
Circularity  is  defined  as  a  number  which  enables  the 
identification of specific groups of control packets sent from 
each node. The total number of packets in each group is equal 
to  its  circularity  value  and  the  last  packet  in  the  group  is 
termed  as  the  circularity  satisfied  packet.  These  circularity 
value pairs are used to selectively discord RTS packets, delay 
CTS  packets  and  extending  DIFS  before  transmission.  For 
example,  if  the circularity value is defined as four,  then we 
divide the RTS/CTS packets being created in each node and 
DIFS into groups of four and the first such packet in a group is 
the  circularity-satisfied  packet.  Hence,  every  fourth  packet 
being created by the node and every fourth DIFS time interval 
(i.e.  every  multiple  of  four)  is  circularity-satisfied. 
Mathematically, a packet is circularity-satisfied if:

N modulo c = 0
Where N is the current count of the number of packets generat-
ed (RTS/CTS) or DIFS and c is the circularity value for the 
particular node. Essential characteristics of applying circulari-
ty to RTS/CTS packets and DIFS time interval include the fol-
lowing:
- By identifying certain RTS/CTS packets or DIFS interval as 
circularity-satisfied, we induce these packets or interval to be-
have  differently  from the  rest.  The  structure  of  the  packet 
(size, headers etc) remains the same, so there are no explicit 
changes which have to be made to the standard IEEE 802.11 
protocol.
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-  There  is  no  absolute  grouping  of  packets  taking place  to 
identify the circularitysatisfied packets. The packets are identi-
fied through the simple mathematical formula above.
- There are different RTS/CTS and DIFS interval circularity 
values. For simplicity, in this paper, we have considered all of 
them to be the same. Thus, for the above mentioned example, 
every fourth RTS packet, fourth CTS packet emanating from 
one particular node will be the circularity-satisfied packet and 
fourth DIFS interval is Circularity satisfied time interval.
Essentially,  circularity  is  just  a  scheme  to  identify  certain 
packets  which behave  differently than the  rest.  Thus,  if  the 
RTS circularity value is  considered to  be four,  then a node 
which sends out a total of 20 RTS packets during the network 
lifetime will in effect have identified five (20/4) of them as cir-
cularity satisfied. Similarly, considering CTS and DIFS circu-
larity as five, then a node sending out 20 CTS packets and 20 
DIFS interval would have identified four (20/5) of them as cir-
cularity-satisfied. In our scheme, each node is assigned a spe-
cific circularity value for both their RTS and CTS packets and 
also for DIFS time interval. These value pairs are used to dis-
card circularity-satisfied RTS packets, irrespective of the exist-
ing scenario.  Similarly, the circularity satisfied CTS packets 
are delayed to allow parallel DATA or ACK transmissions and 
Circularity  satisfied  DIFS extended  to  obviate  ACK/DATA 
collisions. In our experimental setup we have restricted the de-
lay of the CTS packets to one SIFS time interval.
C. RTS Packet Discarding with Circularity 
Dropping  RTS  packets  is  a  technique  of  selectively 
disengaging  the  RTS/CTS  dialogue  for  a  particular 
transmission session. 

Figure 1: Hidden Node Scenario with sensing ranges being 
shown

Let  us  consider  the  scenario  in  Figure  1.  In  this  figure  we 
depict the circles as the sensing range (which is roughly 1.78 
times  the  transmission  range).  Looking  at  the  timeline 
sequence in the figure,  it  can be observed that D initiates a 
transmission to  E with an RTS packet.  This  RTS packet  is 
transmitted to E and C with E sending corresponding CTS. C 

then gets  blocked from transmitting.  This  is  followed by D 
starting its data packet transfer to E, but this can also be sensed 
by B as it is within carrier sensing range of D. At this point, 
B’s  neighbor  A  (who  cannot  hear  beyond  C)  initiates  a 
transmission by sending an RTS packet to B. However, as B 
can sense D sending a long data packet, it will back-off and 
not  reply with CTS to  A. Hence,  a  parallel  transmission is 
prevented  from taking place  resulting  in  decreased  network 
throughput. Another point to be noted is that the flow D to E 
may capture  the  channel  for  a  long  period  of  time  which 
results in A giving up re-transmitting RTS packets after  the 
retry count is exceeded and hence reporting a route failure to 
the routing layer. This will in turn lead to a new process of 
route discovery and increase network overhead considerably. 
Disabling the RTS-CTS exchange and simply transmitting the 
data  packet  would  be  of  greater  effect.  We  implement  this 
selective RTS-CTS disengagement by identifying certain RTS 
packets  based  on their  RTS circularity value and  dropping 
them. We discuss possible techniques of setting the circularity 
values  in  a  later  section.  The  authors  in  [5]  take  a  more 
conservative  approach  by  waiting  for  a  number  of  CTS 
timeouts to occur before sending the data packet directly. We 
propose  a  more  aggressive  approach  of  scheduling  these 
packet drops based on the circularity value. The tradeoff is that 
there may be a higher number of packet collisions occurring 
but a higher overall network throughput could be obtained due 
to the parallel transmissions. We take the circularity values 2, 
3,  and  4  see  how  RTS-CTS  with  circularity  works.  We 
highlight the cases in the analysis that affect  the throughput 
using **, * and @. 
 ** refers to the cases where the dropping of one or more RTS 
packets due to circularity gives chance for another RTS packet 
to make its way through, without any collision.
* refers to the cases where the dropping of more than one RTS 
packets would lead to no RTS packet transmission. Although 
we think that we lose a RTS packet, we actually are gaining on 
the time lost due to collision.
@ refers  to  the  case  where  the  only  RTS  packet  at  that 
particular time would lead to a loss of RTS packet and hence 
these cases decrease the throughput.
Let tc be the time lost due to collision.
Let tr be the time for retransmission of RTS.
So, tc >tr.
For an example When circularity =4, we have 3 ** and 2 *.
So time saved due to RTS-CTS with circularity is
4(tc) + 2(tc-tr) = (6tc - 2tr)
No. of additional RTS packets transmitted is (4 - 0) = 4
The above analysis gives a clear picture of how the number of 
MAC  collisions  avoided  and  number  of  RTS  packets  lost 
fluctuate with different values of circularity.
D. CTS Packet Delay with Circularity
The  concept  of  delaying  the  CTS  packet  is  also  aimed  at 
making possible the occurrence of parallel transmission within 
the network. By delaying the transmission of a CTS packet by 
a small time interval (one SIFS), we aim to help a neighboring 
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transmission to either continue or complete. Let us consider a 
sample scenario.

Figure 2: Scenario depicting CTS collision with ACK packet. 
The circles denote the transmission range of each node

In the Figure 2, we assume that D and C have had a successful 
RTS-CTS  exchange  and  D  has  sent  its  data  packet  to  C. 
During the course of this transmission, due to the nodes being 
mobile  or  if  it  was  earlier  a  masked  node,  B  comes  into 
transmission range of C. At this point of time, A sends data to 
B by initiating an RTS-CTS handshake with an RTS packet. 
Since  B  is  unaware  of  an  ongoing  transmission  nearby,  it 
responds with its  CTS packet  which collides  with the ACK 
packet  from  C.  However,  if  the  CTS  packet  from  B  was 
delayed by a small interval, then the ACK packet  would be 
correctly received by D. As only the circularity-satisfied CTS 
packets are delayed, the impact  on the overall delays in the 
system is reduced. Also it does not guarantee that all CTSACK 
collisions will be avoided but the primary aim is to reduce the 
probability of these collisions as much as possible.
E. DIFS Extension with Circularity
Deaf  nodes  cause  both  DATA and  ACK packet  collisions. 
Eliminating  DATA  packet  collisions,  without  significantly 
changing the MAC protocol, appears to be difficult. However, 
it is possible to eliminate ACK packet collisions by changing 
the value of the DIFS parameter of IEEE 802.11. Specifically, 
from Figure 3,  we see that  if  we had DIFS >SIFS + ACK 
transmit time, and then the ACK packet would not collide. For 
networks  where  the  propagation  delay  is  non-negligible,  if 
DIFS satisfies the following inequality,
DIFS > SIFS + ACKtransmittime + 2tprop                                    (1)
then ACK packet collisions are eliminated. Here, tprop is the 
maximum propagation  delay between any two nodes  in  the 
network who are within the transmission range of each other. 
We remind the reader that every node is required to sense the 
channel to be idle for  at  least  DIFS period  of  time before  it  is 
allowed to initiate a  communication (by sending an RTS packet 
or  the DATA packet  itself).  On the other hand, a node that 

sends a CTS or an ACK, is required to wait for SIFS period of 
time.  Figure  3  shows  why  the  choice  of  DIFS  parameter 
according  to  inequality  eliminates  ACK  packet  collisions. 
There are three nodes in this figure, node A, B and C.

Figure 3: Justification of Equation (1): The RTS packet to 
reach node A after node A has received the ACK.

 Node A is within the transmission range of both nodes B and 
node C, but node B and node C can not hear each other. T1 is 
the  propagation time between node  A and B and  T2 is  the 
propagation  time between node  A and  C.  Node  A initially 
transmits  a  packet  to  node  B.  Node  B  after  receiving  the 
DATA packet, waits for SIFS period of time and transmits the 
ACK packet.  On the  other  hand,  node  D,  which wishes  to 
transmit a packet, waits for DIFS period of time and transmits 
its  RTS  (or  DATA  packet)  packet.  Suppose  that  node  A 
receives the ACK packet from node B during the interval I1 

and the RTS packet during from node C during the interval I2. 

Then, from Figure.
I1 = [2T1 + SIFS; 2T1 + SIFS + ACKtxtime]                            (2)
I2 = [2T2 + DIFS; 2T2 + DIFS + DATAtxtime]                        (3)
Since we want the ACK packet to reach node A first, we need
DIFS > SIFS + ACKtransmittime + 2T1 − 2T2                             (4)
In  the  worst  case,  T1 =  tprop and  T2 =  0.  Substituting these 
values in inequality (4), we get back inequality (1).
However, an important point to be considered here is that with 
an increase in DIFS value, the net session time increases with a 
corresponding probable drop in throughput. The tradeoff may 
work to an advantage in some cases and may not be there for 
others.  We  thus  implement  this  idea  with  the  circularity 
concept and simulate to observe the results.

IV. SIMULATION STUDY
A. Simulation Setup
We  carried  out  simulations  using  ns-2  [13]  with  wireless 
extensions from the  CMU Monarch  Group.  Changes to  the 
MAC source files were carried out to implement the circularity 
concept and enable the discarding/delaying and extending of 
circularity  satisfied  RTS-CTS  packets  and  DIFS  intervals. 
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Node movement is modeled by the random waypoint mobility 
model [14] with nodes moving at a speed between 10 and 100 
m/s and a pause time of 20s.  Each data point plotted is the 
average of 10 different scenarios with different initial network 
configurations.  The  following  parameter  values  used 
throughout  the  simulations.  The  simulation  metrics  are  net 
throughput, packet delay and packet loss ratio. We define net 
throughput as the aggregated throughput over all the flows in 
the network as the foremost performance metric.
Data Rate: 1 Mbps
RTS Size: 20 Byte
CTS Size: 14 Byte
Data Packet Size: 512 Byte
ACK Size: 14 Byte
Slot Time: 20us
SIFS: 30us
DIFS: 50us
CW Min: 31
CW Max: 1023
Long Retry Limit: 7
Adhoc Routing: AODV
Simulation time: 20.0 sec
B. Simulation Results
In our  simulations,  the values of the circularity were varied 
from 1 to 300. For each circularity value pair, we plot the cor-
responding throughput obtained. This has actually been imple-
mented as a two step method. In the first instance, both the 
RTS and CTS circularities are varied simultaneously. From the 
graph  obtained  here,  we  observe  the  circularity  value  for 
which one gets maximum throughput. Now keeping this value 
of RTS circularity fixed, the CTS circularity is varied to obtain 
the optimum throughput. This RTS and CTS circularity value 
pair  denotes  the  optimum values  for  which  the  maximum 
throughput is attained. DIFS extension circularity values use 
the same circularity value as that of the last RTS circularity. It 
should also be kept in mind that we use AODV as the promi-
nent network layer routing protocol  for most of our simula-
tions.
The Figure 4 denotes throughput versus circularity for 8 nodes. 
EMAC denotes the Extended MAC version incorporating cir-
cularity (Green and Red) whereas MAC 802.11 is the standard 
IEEE 802.11 MAC protocol. The EMAC-1 and EMAC-2 de-
note the two instances where in the first one we vary both cir-
cularity values at the same time whereas in the next the RTS 
circularity is kept constant (at the point of highest throughput) 
and the CTS value varied.
The graphs obtained have many significant points. The straight 
line in Figure 4, for the default mechanism denotes a constant 
throughput obtained as expected, but we can see that the net 
throughput oscillates for differing circularity values. At points 
it  is  higher  and  also  lower  at  other  points  than  the  default 
mechanism. However, what is of significance are the higher 
points. We are looking for the perfect circularity value pair for 
which the net throughput obtained is the highest and observe 
its increase over the default mechanism. Points where the val-
ue is lower means that due to RTS dropping or CTS delaying 

or DIFS extension, the number of successful packet transmis-
sions are lesser. But these circularity values can simply be ig-
nored and the points where throughput is maximum be consid-
ered.

Figure 4: Throughput v/s circularity for 8 nodes

Finally, another important performance metric we have consid-
ered in our simulations is the total number of packet collisions. 
These packet collisions are the determining factor in the calcu-
lation of the successful packet transmissions and play a vital 
role in such a situation. From the Figure 6, we can see that in 
the Extended mechanism, the total number of packet collisions 
are significantly lesser than the standard for greater network 
complexity and link traffic.

Figure 5: Throughput with respect to number of nodes.
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Figure 6:  Packet collision with number of nodes

V. CONCLUSION
In  this  Paper,we  have  successfully  designed  and  evaluated 
enhancements to the IEEE 802.11 mechanism for Mobile Ad 
hoc  Networks  for  Pervasive  Computing Envirnoment  which 
uses  a  new and  simple  concept  of  circularity  to  effectively 
counter the pitfalls of the standard protocol.  The concept of 
Circularity  has  been  embedded  in  the  existing  RTS-CTS 
Handshake  for  MAC  802.11.On  a  positive  note,  we  can 
confirm that  the RTS-CTS Handshake with Circularity does 
give better performance over MAC 802.11 for the high MAC 
contention scenarios. We conclude this Paper  with the hope 
that this spurs more research into the area and itself stands out 
as an important contribution.
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Abstract— In this paper, a new Energy-Balanced, Cooperative
Routing approach (EBCR) for radio standard spanning mobile
Ad Hoc networks (MANETs) will be introduced and evaluated.
Past research approaches are limited to the usage in homo-
geneous topologies on basis of a unique radio standard. The
proposed reactive EBCR provides an efficient routing of data in
heterogeneous multi-standard network topologies. In addition to
an improved reachability, a primary objective is to balance the
overall power consumption in each operating node to prolong the
lifetime of the whole topology. Instead of using static cost factors
for the route path calculation, EBCR integrates a dynamic cost
vector for the handling and processing of a data packet. This
includes parameters like the required field strength for the data
transmission and the node’s current energy level to calculate the
cooperative, optimal route path. Thereby, EBCR operates only
on the basis of local network information. For evaluating the
conceptual advantages of this approach, multiple scenarios with
static and high-dynamic network topologies have been analysed
in a dedicated simulation environment. The simulation results
verify the significant improvements in the topology lifetime and
the reachability up to 15%.

I. I NTRODUCTION

An optimal design of a mobile Ad Hoc network can be
characterised by a good distribution of net load over all nodes,
a good scalability and the robustness against disturbances and
partial losses. Due to different application areas of wireless
communication networks in industrial and private environment
a multiplicity of radio standards has been developed. Each
standard has application optimised characteristics in regard to
transmitting range, data transfer rate, power consumption and
the used frequency band. Almost every radio standard uses
link-based transmission techniques to send and receive data.
Accordingly, capable methods for the routing and forwarding
of data packets between different network nodes are necessary.
The current approaches for connectivity and communication in
wireless mobile Ad Hoc networks are, however, only occupied
with one radio standard each. The radio standard spanning
interaction is not possible.

Looking forward to the next generation of wireless mobile
technologies, one essential ability will be the integration of dif-
ferent wireless communication standards.Figure I illustrates
related wireless communication techniques, represented by
IEEE 802.x protocol standards, for different application areas
and transmitting ranges [1]. Optimised 4G wireless mobile
technologies must provide a interoperability between these
application areas to create a multi-standard heterogeneous

network topology.
One central point of such a concept is an efficient, radio

standard spanning routing algorithm, which allows a reliable,
fast and adaptive data packet transport in the available network
topology. This paper presents an energy-balanced, cooperative
routing approach (EBCR) to offer an abstract solution. After
this introduction, sectionII will give an overview on past
publications in the research fields of routing in mobile Ad
Hoc networks, wireless multi-standard communication and
interface synthesis. The following sectionIII offers detailed
information about the EBCR algorithm. Some key facts about
the simulation environment are summarised in sectionIV and,
later, relevant definitions for the cost function and scenario-
specific weighting schemes are presented. Accordingly, the
received simulation results are discussed in sectionVI. Finally,
the paper concludes with a summary and an outlook for future
work in this research area.

Fig. 1. Illustration of the serveral wireless communication standards IEEE
802.x with optimised characteristics for different transmitting ranges. Next
generation wireless networks (bottom right) integrate different radio standards
into one heterogeneous topology

II. RELATED WORK

Based on a dynamically optimised topology, data between
arbitrary nodes can be transmitted in the network. For the
efficient package-oriented data communication, routing algo-
rithms are used, which lead the packets over a preferably
optimised path to the destination node [2]. For the usage in
mobile Ad Hoc networks, proactive routing algorithms have
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been developed, which try to update a local routing table
also in a dynamic network topology. Thus, valid route paths
are already found before they are needed for communication.
At the time of a communication request, each node has a
current route, without causing latencies. A representative of
proactive routing algorithms is the Optimised Left State Rout-
ing (OLSR [3]) or the Destination-Sequenced Distance-Vector
Routing (DSDV [2]). Since the administration complexity of
such routing methods strongly rises with increased dynamics,
reactive routing protocols have been conceptualised, which
search valid route paths not until there is a connecting request
(Ad hoc On demand Distance Vector AODV [2], Dynamic
Source Routing DSR [2]). Also hybrid algorithms, like the
Zone Routing Protocol (ZRP [4]), have been developed.

Xia et. al. propose in [5] an interesting approach to increase
the lifetime of a wireless sensor network by the integration of
a node’s actual energy level into the routing algorithm. So
this gradient-based routing protocol prefers route paths with a
high energy level of the several nodes. This enables an self-
adjusting balance of the energy consumption in the whole
topology. The approach has its focus on the application field
of wireless sensor networks with a uniform radio standard.
The typical network traffic scenario is a balanced, periodical
transmission of sensor data.
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Fig. 2. The Interface Block (IFB) Macrostructure (top right corner) with
Control Unit, Protocol Handler and Sequence Handler. Two tasks A (with
the subtasksA1 and A2) and B with incompatible protocols communicate
with each other using the IFB. In the bottom left corner the Basic layout of a
radio standard independent node. Exemplary with three antennas for the radio
standards Wireless LAN, Bluetooth and ZigBee. A central IFB connects the
radio modules. Based on cached routing information, the link controller unit
(LCU) manages the data flow in the IFB. Software applications use only one
well-defined interface to the hardware block.

To achieve a radio standard spanning communication in
MANETs, one central challenge is the interaction between the
communication standards with different protocols. A promis-
ing solution for a this problem is the hardware-near coupling

of individual standardised radio modules. For this purpose
a special hardware block, which provides a conversion of
incompatible protocols, is necessary [6, 7]. Such an interface
block (IFB [8]) analyses incoming packets and extracts the
user data. Subsequently, these data are adapted on desired
protocols and passed on accordingly. Due to the IFB macro
structure (Figure 2) a modular expandability is ensured.

Based on the IFB approach, a concept for the radio standard
spanning communication in MANETs was proposed in [9].
The individual nodes (Figure 2) of a network topology can
use advantages of different radio standards to get a higher
degree of connectivity. They do not need a high arithmetic
performance like it is necessary in research approaches of
software defined radio [10, 11]. An energy-efficient and multi-
functional applicable possibility of wireless communication is
created. The presented approach is divided into three primary
objectives, which have to be solved: topology construction,
protocol conversion and routing. In the following sections of
this paper an efficient routing algorithm will be introduced and
analysed.

III. C OST VECTOR-BASED COOPERATIVEROUTING

In order to provide a routing algorithm, which is able to
make decisions about the choice of the used radio standards
and the optimal route path on the basis of functional connec-
tion requirements like required bandwidth or available energy
resources, the EBCR was developed. The primary objective is
the integration of multiple cost indicators in a dynamic cost
vector to prolong the average node lifetime in the network
topology. Parameters about the actual node status permit a
cooperative choice of the route paths.

Basic Information

For the primary usage in applications of mobile miniature
devices, which have strongly limited energy resources and
usually small arithmetic performance, a reactive routing al-
gorithm is preferred. EBCR is able to minimise the resources
for storage and administration of routing information in the
devices. Furthermore, EBCR does not need any global network
information like the actual node position or movement param-
eters. Every node in the network sends a periodic heartbeat
signal to allow the administration of lists with the direct
attainable neighbourhood. On the basis of these local network
information and some basic status parameters, EBCR creates
a dynamic cost vector for the route path calculation.

In consequence of the primary aim of EBCR, the gen-
erated route paths are not hop-optimal in many cases. The
approach prefers energy-efficient route paths, which prolong
the reachability and the lifetime of the entire network topology
by balancing the energy level of each node regardless of the
available radio standards. Due to the combination of coopera-
tive characteristics of wireless sensor network applications and
related routing approaches for MANETs, an optimal usage of
the available resources can be ensured.

Figure 3 illustrates a simple routing scenario from the
source node A to the sink Z. There are three possible route
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paths, which generate different costs. By the fact that node B
has a very low battery charge, EBCR will avoid this choice.
For the decision about the route path via C or D, EBCR
calculates the required transmission costs based on the radio
standard, the required transmitting power, a possible swap
of the radio standard (for example in node C during the
path A → C → Z) and additional functional connection
requirements.
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Fig. 3. A simple routing scenario with three possible routes from the source
node A to the sink Z. Node A, B and C integrates two different radio modules
RS1 andRS2 with specific maximum transmitting rangesTRmax RS1 and
TRmax RS2 . Node D and Z have only one available radio standard.

To balance the disadvantages of reactive routing methods
like broadcast storms and in consequence radio interferences
on the physical layer, EBCR provides the possibility of a
counter-based retransmitting scheme [12] and a randomised
retransmitting delayTb delay.

Broadcast/Forward process

With every route inquiry, the source node broadcasts the
request including a unique time stamp. Each broadcast packet
has a unique time stamp for a identification of equal broadcast
messages. The several nodes caches these broadcast IDs and
allows only a limited number of rebroadcasts over the selected
radio modules. These simple techniques reduces the packet
transmission error rate by radio interferences significantly [12].
Each node, which receives the request, updates the cost vector
with the own parameter. In a defined waiting periodTr req

the node receives alternative sub-paths and compares the cost
vectors. If the new cost vector is better than the stored one,
the node updates its own route parameters. Bad sub-paths will
be rejected. AfterTr req is expired and the maximum number
of equal incoming broadcast request is not reached (counter-
based retransmitting scheme [12]), the node rebroadcast the
stored cost vector with the best parameters. If a broadcast
request will be received by the sink node, the sink sends a
corresponding response packet along the received route path.
For the following bidirectional communication between the
source and the sink, each node knows the next hop of the route
path to forward the data packets. If the sink is not reachable,
each node has a predefined timeout for broadcast requests. To

reduce the number of route requests in the topology, valid
route paths are temporary stored in a route cache with a
maximum lifetime before they will be deleted. EBCR allows
the additional caching of alternative route paths over different
radio modules to provide backup functionality during a data
transmission.

IV. SIMULATION ENVIRONMENT

Due to the designed cost vector model and the IFB-based
integration of multiple radio modules, an implementation with
related network simulators like NS2 is too complex. To clarify
the necessity of such a heterogeneous, interoperable commu-
nication concept, a modular, platform-independent simulation
environment was designed and implemented for the proof
of concept. Every network node is emulated by a dedicated
thread with own defined parameters and properties. Thus, the
simulator is scalable to different node densities and topology
scenarios. An event-driven graphical user interface allows the
visualisation of topology modification in realtime. To analyse
the dynamic of mobile Ad Hoc networks, a movement model
(Random Waypoint Mobility model - RWP[16]) was imple-
mented. A global topology control layer provides a statistical
interpretation of the entire network topology. An essential
difference to other approaches is the possibility to configure
network nodes with more than one interacting radio modules,
which are controlled by the Link Controller Unit (LCU) and
the IFB (Figure 2).

To evaluate the conceptual advantages of a radio standard
spanning communication in MANETs, a complexity model on
basis of cost vectors was developed. Thereby, each transmis-
sion of data generates costs that are dependent on the used
radio standard and the transmission range. During the route
path of a data packet to its destination node, a change of
the communication standard also generates costs for the data
conversation by the node’s internal interface block. The several
parameters of the cost vector are predefined uniformly and are
adaptable in a topology. Based on these cost vectors and the
usage of TCP/IP, the modified EBCR algorithm finds cost-
optimal route paths in the network. The simulator does not
have a physical calculation model for interferences in the used
frequency bands. To avoid such disturbances and problems like
broadcast storms, the EBCR algorithm provides a feature for
a randomised packet forwarding delay as described in section
III .

Each node has predefined energy resources, which provide
a limited lifetime. Furthermore, the simulation environment
provides the possibility to generate a periodic, basic power
consumption for nodes in the idle mode. For the proof of the
EBCR approach, this time-based feature is disabled. If the
available resources are expired, the node switches its current
operational mode to offline and is no longer available in the
topology.

To evaluate the advantages of EBCR, several test scenar-
ios were analysed. The following simulation results include
topology scenarios with uniform and random node distribution
(Figure 4) and two node densities of 30 and 60 nodes. For all
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scenarios, the maximum number of interacting radio modules
has been restricted to the amount of two. It must be pointed
out, that the theoretical maximum number of integrated radio
standard is not limited upwards with the proposed concept
[9]. Each node has an initial battery charging state of 100%
and one or two radio modules for the notional radio standards
RS1 and RS2. TRmax RS1 represents the default low-power
radio module. The transmission range of the second radio
standardTRmax RS2 is predefined withTRmax RS2 = 2 ·
TRmax RS1 . For the chosen test scenarios, 50% of the nodes
has two available radio standards. The other 50% transmit
with only one radio standardRS1. In several test cycles the
simulator generates randomised network traffic with a uniform
or random number of data packets per message.

Fig. 4. Two exemplary network topologies with a uniform distribution (net
1) and a randomised distribution (net 2). Both topologies have about 50% of
multi-standard nodes.

V. SIMULATION SCENARIOS

Cost vector definition

PARAMETER RS1 RS2

Basic Costs per HopCbase 20 20
Current Energy LevelCe level 1-10 1-10

Transmitting Power ConsumptionCtpow 0.8-8 5-50
Overall Data Transmission TimeCttime 2-20 0.1-1

Data Packet LatencyClat 20 10
Swap radio standardCswap 10 10

Table I. Two defined radio standards with the separated costs for each factor.

For the proof of concept there are only two notional radio
standardsRS1 and RS2 with specific communication charac-
teristics available. On the basis of these characteristics,table
I describes the several parameters of the EBCR cost vector
for the handling and processing of data. The three parameters
Ce level, Ctpow and Cttime are defined in an interval. The
individual values are calculated in each node as follows:

Ce level =
1

Pcurrent
, 0.1 ≤ Pcurrent ≤ 1.0

Ctpow = 1 + (CtpowmaxRSx
· P 2transmit)

0.1 ≤ Ptransmit ≤ 1.0
Cttime = CttimemaxRSx

· Ptransmit

0.1 ≤ Ptransmit ≤ 1.0

Pcurrent . . . node’s current energy level

Ptransmit . . . required transmitting power level

Accordingly, based on these cost factors, a cost function is
defined as follows:

Coverall =
#hops∑
i=1

(
n∑

j=1

(wj · Cj))

=
#hops∑
i=1

(wbase · Cbase + we level · Ce level

+wtpow · Ctpow + wttime · Cttime

+wlat · Clat + wswap · Cswap)

n . . . number of parameters

wx . . . weighting of parameterx

Cost vector weighting

By the usage of individual weighting factors, the cost
function is adaptable to different fields of application. For the
chosen simulation scenarios, the weightingWS1 is defined as
follows:

WS1 . . . power consumption optimised testing scenario

WEIGHTING PARAMETER WS1

wbase 1.0
we level 1.0
wtpow 0.6
wttime 0.3
wlat 0.1

wswap 1.0

Table II. The defined weighting scenario is based on the defined cost function
Coverall.

Energy adaptation model

Each process for the handling and transmission of data
decreases a node’s energy resources dependent on parameters
like the used radio standard or the required electromagnetic
field strength for reaching the selected node. The initial charge
state of each node is assumed with 10000 logical units. The
function for the adaptation of the energy level∆Pnode is
defined as follows:

∆Pnode = f(M,Ptransmit, RSx)

∆Pnode = #packets · P 2transmit · g(RSx)

g : (RSx)→ N

g(RSx) =

{
1, TransmissionRS1

6, TransmissionRS2

M . . . Message size in packets

Ptransmit . . . Required transmitting power level

RSx . . . Used radio standard

VI. SIMULATION RESULTS

The following results are divided into two subsection for
uniform and random node distribution (Figure 4). For each
distribution there are two simulation scenarios.
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Topology lifetime scenario:

The first scenario chooses randomised source and destina-
tion nodes and tries to find a valid and optimal route path.
Through every valid route path a traffic generator transmits
a message with a predefined number of data packets. The
simulation ends if no more node is reachable and all available
energy resources are exhausted. The simulator counts the
number of successful transmitted data packets in the topology
and, accordingly, the number of dead or isolated nodes.

Static end-to-end scenario:

The second scenario simulates a static communication
stream between two predefined nodes. After each successful
transmission of a message withn data packets, EBCR calcu-
lates a new optimal route path to balance differences of the
energy level in topology. A primary objectives of this scenario
is to minimise the number of dead nodes to preserve a fully
connected topology in which every node keeps reachable. The
number of transmitted data packets must be maximised.Figure
5 illustrates these objectives.

Tmax_nodes = max.
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number of transmitted data packets
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Fig. 5. The diagram shows the simulation results of three different routing
approaches in a random distribution of 30 nodes. The theoretical optimum is
illustrated as the black line. A primary goal is the maximisation of the time
when all nodes in the topology are available (Tmax nodes). Simultaneously
the negative slope of the curve must be maximised. An important measurement
are the variations of the transmitted data packets (∆Pmax)with several routing
approaches. Differences in the minimal number of available network nodes
(∆Nmin) are meaningful for all test cycles of the second scenario with a
static source and sink.

As already mentioned in section IV, each process for the
data processing and transmission decreases a node’s energy
level. In this simulations, two major processes influence this
resource. Regardless from the result of a route request, each
inquiry decreases the energy level of the reachable nodes as a
consequence of the broadcasting process. If EBCR has found
a valid route path, the generated traffic must be handled and

forwarded in each node of the route path. Every data packet
decreases the available energy resources dependent on the
selected radio standard and the required transmitting power.

To verify the conceptual advantages of this approach, the
lifetime of a valid route in the route cache is defined very short.
With this precondition, the nodes in the topology are forced
to use the routing algorithm for each transmission inquiry.
EBCR is compared with two related routing approaches. The
first one is a simple hop-optimised routing, which chooses
route paths with minimum number of hops between source
and sink. The second routing algorithm calculates an optimal
route path with a non-cooperative, static cost function, which
does not consider a balancing of the available energy resources
or a node’s current energy level. The several cost parameters
are equal to the used parameters of sectionIII .

Results - Uniformly Distributed Topology
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Fig. 6. Topology liftime scenario: uniform node distribution, 60 nodes, 50%
of multistandard-nodes, message size: 100 packets
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Fig. 7. Static end-to-end scenario: uniform node distribution, 60 nodes, 50%
of multistandard-nodes, message size: 100 packets
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Figure 6 illustrates the significant extension of the suc-
cessful transmitted messages till the first nodes dropped out.
Furthermore, with EBCR, the overall transmitted network
traffic was increased of about 1000 data packets. An even
higher degree of improvements shows the simulation results in
the static end-to-end scenario. The EBCR curve inFigure 7 is
very close to the theoretical optimum. In addition, the number
of dead nodes with depleted energy resources was reduced
from 21 (hop-optimised routing) to 12, which is equivalent to
an improvement of 15%.

Results - Randomly Distributed Topology
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Fig. 8. Static end-to-end scenario: random node distribution, 60 nodes, 50%
of multistandard-nodes, message size: 100 packets
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Fig. 9. Static end-to-end scenario: random node distribution, 60 nodes, 50%
of multistandard-nodes, message size: random from 50 to 500 packets

Figure 8 and 9represent the dependency on the simula-
tion results from the defined message size. The simple hop-
optimised routing approach shows a very high number of
nodes with depleted energy resources in the second test cycle
with a randomised message size. Independent on the defined

packet size, EBCR provides the best results in the number of
transmitted data packets. Furthermore, the simulations verify
the primary objective of EBCR to maximise the reachability
of each node in the topology.

VII. C ONCLUSION

The presented simulation results clarify the importance and
the significant advantages of this cooperative routing approach.
The choice of the used routing algorithm is essential for a
sufficiently stable, adaptive and scalable network topology [13,
14]. EBCR realises a radio standard spanning routing. This
offers completely new possibilities for an efficient communi-
cation in high-dynamic MANETs. With an outlook to the next
generation of wireless mobile technologies, EBCR provides a
basic concept to integrate a multiplicity of radio standard into
a single heterogeneous network topology. This enables vari-
ous new application scenarios with wireless communication
techniques.
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Abstract 
 
This paper presents Ludos Top - an educational 3D 
game that use virtual reality techniques, which can 
support multi-student with a new design model of 
networking on the web.  
The project has actively involved end-users to focus on 
increase interactivity through the use of versatile 
system architecture.  
We present a quick prototyping of a multi-user virtual 
world through the employment of Ajax, X3D and Web 
Services provides an efficient, flexible and robust 
means for distributed application. Results show 
improved network capabilities,  in terms of interactive, 
ease of use, enjoyability, playability and usability. 
 
 
Keywords: Ajax3D, Distributed Virtual Worlds,         
e-Learning, Online Games, Rich Internet Application, 
Virtual Reality, X3D, Web Games. 
 
 

1. Introduction 
 

The word games refer to activities of which nature 
or finality is recreative, diversion and entertainment. 
Theses activities exists officially since 776 B.C., and 
they began in Olympia, old Greece, with the Olympic 
Games. The games perpetuates till nowadays, 
nevertheless, the way which they are realized and its 
propose changed. 

Research work argues that computer games are an 
engaging medium for learning since they can stimulate 
cognitive processes as reading explicit and implicit 
information, deductive and inductive reasoning, 
problem solving, and making inferences from 
information displayed across a number of screens 
[Pillay, 1999].  According to constructivist approach 
[Von Glaserfeld, 1990], learning depends on the active 
engagement of the subject that learns and on his ability 
to construct knowledge and understanding on the basis 
of interaction with the environment. 

The Web environment has matured to support real-
time delivery of web-based 3D content to increase 
interaction and integration with others systems. The 
Virtual Reality demonstrates the same evolution 
through of new standards like: X3D, the successor of 
VMRL standard for Web-based 3D graphics.  

The X3D is an open standard file format and API 
for representing and communicating with Scene 
Authoring Interface (SAI). A major goal of X3D is to 

support 3D web applications, in addition to 3D on 
networking with portability.  

This show news paradigms e.g. integration of X3D 
with Ajax3D programming model which is the W3C 
Document Object Model (DOM). The Ajax3D consists 
of a web-page embedded JavaScript program which 
allows an architecture asynchronously given flexibility 
for manipulation. 

Through technologies Ajax3D and Web Services 
on architecture application-to-application 
communication via network or the web does solve 
many of the problems, it also creates many new 
problems and open new possibilities.  The focus is 
support the movement towards an efficient 
environment that enables the development of multi-
user applications, providing functionality with the 
highest level of compatibility.  

This work motivated the development a game with 
pedagogical objectives. It is called by Blaise Müller of 
Quatro and particularly useful to test observation and 
thought abilities. 

This paper presents works related. Section Three 
give a view about background. Section Four provides 
an overview of our proposed architecture. Section Five 
provides the case study Ludos Top. Section Six shows 
system implementation of this technology in a 
simulation. Section seven provides a conclusion. 
 
 
2. Related Works 
 
The increasing number of broadband users, and 
demand for service quality and diversity, especially in 
the entertainment area, drive to development of the 
new games like: 
 

Strike Fighter was developed by Larry Rosenthal 
of Cube Productions. It has been running a science 
fiction virtual world/online community called 
StarbaseC3 for nearly that long. In 2001 were 
developed the first version of a 3D web game called 
“Strikefighter,” in VRML programming. Last year 
Strkefighter was updated for X3D and showed new 
model based on architecture with Ajax3D, the game 
connected with web server (running PHP and MySQL) 
that implements a scoreboard. When the game is over, 
it checks the current score against a database of high 
scores residing on the server. Strike fighter is similar to 
the Flash-based mini-games that have proliferated on 
the web over the last several years. Until Ajax3D, was 
not able to deploy a 3D game like this based on a 
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royalty-free, open platform that fully integrates with a 
web server and runs in a page.  

 
 

 
Figure 1: Snapshot from Strike Fighter game in Ajax3D. 

 
 The Strike Fighter involved by: JavaScript, 
XMLHttpRequest, the DOM and SAI running in a web 
browser-independent fashion that will work with IE, 
Firebox and others browsers. 
 

Road Rider is an interactive first person 3D game, 
where the player controls a virtual character whose 
task consists in reaching the site of a rock concert. 
During her/his trip, the user walks around a city (that is 
a 3D reconstruction of a portion of the Genoa city 
center - figure 3). The game plot consists of a number 
of “missions”. Missions involve finding a car, getting 
money to buy a ticket for the concert, driving the car to 
visit friends who live in different cities to another, and 
finally reaching the destination site. Every mission 
features an increasing level of difficulty. In order to 
enhance the player’s engagement, the game plot is 
dynamic. The missions are not be predefined and do 
not follow a fixed sequence. Conditions and events 
change in every mission. These situations and 
conditions are similar to those of state of the art 
commercial videogames. This makes this activity be 
perceived pleasantly by the user as a game.  

However, there are two main aspects that 
differentiate Road Rider: the road settings and the 
score mechanisms. All the important game situations 
are tied to road safety (road-signs, vehicles, roads, 
cross-roads, pedestrians, etc.). And this is true also for 
the score rules. Score is a fundamental element of the 
game, since it provides the main motivation for a user 
to improve her/his performance. So, the criteria 
according to which points are assigned are very 
important because they define what layers’ operations, 
actions and behaviors are positive and what are not 
relevant or even negative. In Road Rider, the system 
penalizes hazardous behaviors and rewards safe road-
behaviors. 

 

 
 

Figure 2: Snapshot from Road Rider. 
 

The game has been realized with the Torque Game 
Engine, a high quality/price ratio free source game 
engine [Garage Games, 2007]. This tool provides a 
valid support to realize:  
• A realistic 3D visualization, which is quite complex 
to achieve in a networked environment; 
• An effective narrative, which is important in order to 
engage the user in interesting and compelling 
situations; 
• A realistic simulation, which is important to increase 
the likelihood that the user may transfer in the real-life 
techniques and skills learned through simulation. 

The last feature is a user can play the game through 
mouse and keyboard, but also through low cost 
steering-wheel and pedals mock-ups, which are 
available on the market for game consoles. 
 

The NICE project is an effort to build Narrative-
based, Immersive, Constructionist/Collaborative 
Environments for children. Developed at the 
Interactive Computing Environments Laboratory (ICE) 
and the Electronic Visualization Laboratory (EVL) of 
the University of Illinois at Chicago, NICE aims to 
create a virtual learning environment that is based on 
current educational theories of constructionism, 
narrative, and collaboration, while fostering creativity 
within a motivating and engaging context.  

NICE is an outgrowth of two previously designed 
systems, CALVIN and the Graphical Storywriter. 
CALVIN (Collaborative Architectural Layout via 
Immersive Navigation) is a networked collaborative 
environment for designing architectural spaces [Leigh 
and Johnson, 1996]. The Graphical Storywriter 
[Steiner and Moher, 1994] is a shared workspace, 
where young children can develop and create 
structurally complete stories. Extracting and building 
on elements from these previous works, we have 
created a prototype learning environment for young 
children which presents simplified ecological models 
of various ecosystems within a fantasy setting. 
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Figure 3: Snapshot from Narrative, Immersive, 
Constructionist/Collaborative Environments. 

 
Equally important to the construction of one's 

knowledge is the experience gained by participation in 
group activity. Collaboration is emphasized in our 
framework through the combination of collaborative 
learning across both virtual, as well as physical 
communities. Collaboration of virtual communities 
refers to communication and shared experience 
between children who are geographically separated. 

The network component of NICE allows multiple 
networked participants at different locations to interact 
with each other and share the same virtual space. The 
representation of each tracked child in the virtual space 
is established through the use of an avatar with a 
separate head, body, and hand. As each person's head 
and hand are tracked, this allows the environment to 
transmit gestures between the participants such as the 
nodding of the user's head, or the waving of the user's 
hand to the other participants. Visually, the wand is 
mapped to the arm of the child's avatar. As the child 
waves her hand in the real world, her avatar waves its 
hand in the virtual world. As these avatars have 
sufficiently detailed representations, the children can 
communicate notions of relative position to one 
another with phrases such as "it is behind you" or "turn 
to your left." The use of audio (with wireless 
microphones) between the various sites enhances the 
communication process.  

The number of participants is limited only by 
bandwidth and latency of the network. Multiple 
distributed NICE applications running on separate VR 
systems are connected via the central LIFE server to 
guarantee consistency across all the separate 
environments. The communications library uses 
multicasting to broadcast positional and orientation 
information about each child's avatar, and uses TCP/IP 
to broadcast state information between the participants 
and the behavior system [M. ROUSSOS, A. E. JOHNSON, J. 
LEIGH, C. R. BARNES, C. A. VASILAKIS, AND T. G. MOHER, 
1997]. 

 
3. Background 
 

The 3D web environment has begun to demonstrate 
increased utility which include higher use of 
participation, scalability and compatibility.  
 

3.1 Ajax3D 
 
The technology Ajax has architecture neutral approach 
due new standard of web-based development. One of 
the most popular trends in web applications is 
enriching client functionality through the means of 
Asynchronous JavaScript and XML (Ajax) [CRANE, 
DAVID, PASCARAELLO, ERIC, 2005].  AJAX is a 
combination of existing technologies rather than a 
completely new innovation. The primary component is 
the XMLHTTPRequest (XHR) object that provides for 
the ability to perform asynchronous communication 
with a server via Hypertext Transfer Protocol (HTTP). 
Used in coordination with either Dynamic Hypertext 
Markup Language (DHTML) or use of HTML 
FRAMES, the XHR request object allows a high level 
of performance thus avoiding the call-and response 
mechanism of earlier web applications. 
 Replacing the integration of DHTML functionality 
with the X3D event model, applications have applied 
the use of X3D markup technologies in the context of 
an AJAX-based application [PARISI, TONY, 2006]. This 
approach has identified a trend of scripting the 3D 
scene hierarchy in the same fashion as the Document 
Object Model (DOM) and handling the events through 
JavaScript. By relying on AJAX-based network calls, a 
user interacts with backend tiers via a 3D scene in 
asynchronous fashion previously provided by 
employment of HTML 'DIV' tags. This technique has 
supported a much higher level of interactivity and 
efficiency in web-based 3D [A. OSTROWSKI, DAVID, 
2007]. 
 
3.2 Multi-User Worlds 
 

Recently, the term Post-Nintendo kids have been 
coined, referring to the fact that today most children 
have been exposed to 3D computer games.  With ease 
they navigate through virtual environments interpreting 
audio-visual hints as they go. Just, as WIMP (windows, 
menus, pull-downs) metaphor rules the design of 
graphical user interface (GUI) of today’s software and 
replaced the command line control, 3D environment 
and 3D navigation with new GUI metaphors for 
operation systems and desktop applications. 
 Multi-user worlds are a new way for people to 
collaborate. In Multi-user worlds they can form new 
communities which have common interests and are not 
restricted by the locality, mobility or status of the 
person in the real world. 
 Clarker-Willson (S. Clarker-Willson., 1998.)  
Suggest that virtual environment designers should 
apply principles that made even early games so 
appealing: third person view, discovery and 
exploration, player control, maps, landmarks, closed 
environments (limited space), complexity management 
(reduced number of active objects) and constant 
positive feedback. 
 A platform of increasing importance for multi-user 
worlds is game console. Since 1995 Sony has sold over 
20 million Play stations and SEGA sold 500.000 dream 
cast consoles in the US in just two weeks. Nowadays, 
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the dream cast console can be connected to the internet 
and trust make possible multi-user games. Given the 
low price of theses console, they might even be able to 
supersede personal computers as internet stations. 
 
 
3.3 Trends in Multi-user and Gaming 
Applications 
 

The multiplayer games are notoriously difficult to 
implement correctly of effectively because they are 
multiple traditional types of software rolled into a 
single application [SINGHAL, SANDEEP. AND ZIDA, 
MICHAEL. 1999], like: 

• Distributed Systems: They must contend with 
all of the challenges of managing network 
resources, data lost, network failure, and 
concurrency. 

• Graphical applications: They must maintain 
smooth, real-time display frames rates and 
carefully allocate the CPU among rendering 
and others tasks. 

• Interactive applications:  They must process 
real-time data input from users. Users should 
see the virtual environment as if it exists 
locally, even though its participants are 
distributed at multiples remote hosts. 

 
The multiplayer game industry has influenced 

applications including simulation, education and 
training [Jain, Sanjay, McLean, Charles R., 2005]. 

In principle, developers have relied on C and C++ 
exclusively for gaming development [Davison, 
Andrew, 2005].  

While providing a tight coupling with operating 
systems, this approach is slowly changing towards 
development in languages that are more portable and 
provide for faster development cycles e.g. Java, 
JavaScript, VB, Python, and Lua. [JAWORSKI, JAMES, 
1999][HARBOUR, JONATHAN S., 2002][RILEY, SEAN, 
2004][ GUTSCHMIDT, TOM, 2004][ TATE, BRUCE 

A.,GEHTLAND, JUSTIN, 2004].  Nowadays, already exist  
game’s architecture implemented for compatibility and 
ease of development, for WWW through of new 
technologies shows next-generation gaming 
architecture with rapid development. 
 
 
4. Overview of Architecture 
 
 We now present our architecture and more 
thoroughly describe the pros and cons in building a 
game system.  
 The architecture shows the integration between 
Ajax, X3D and Web Services that introduces a solution 
for multi-user gaming system. This solution provides 
some advantages like: scalability, security and 
interactive responsiveness. 
 

 
 

Figure 4: Architecture based X3D and Ajax 
 
AJAX have found acceptance across a number of 

web based games starting from board based games 
such as WEBGOGGLE and working towards 3D 
interactive games including Strike Fighter. While some 
of the architectures surveyed at this writing maintain 
similar qualities to our application, direct comparisons 
are difficult to perform. 

Advantages of our approach include support of web 
services, a portable solution that could be implemented 
across a number of architectures and a small program 
size completely implemented in scripting languages. 
The architecture with Ajax communicating with a web 
server without refreshing the whole page and another 
important driver and a significant benefit to Ajax 
architecture is the fundamental orientation around data-
versus-documents and aligns well with a Service-
Oriented Architecture (SOA). 
 The technique adopted a hybrid peer-server 
communication that when disseminating information, a 
host transmits data to some hosts directly and to other 
hosts through a central server. This provides a more 
natural model for network communication and has the 
potential for scalability as it more readily removes a 
centralized, potentially bottlenecked, server. 
Bottlenecked servers that seek to host more and more 
players on the same world, will incorporate 
increasingly sophisticated back-end architectures. 
  The main goal this project is propose a open 
architecture distributed portable across platforms,  
providing support for communication to non X3D 
applications, allows the routing of events over a 
network using the same routing, high efficiency 
transfer of data or node, secure communication and 
support the main Web/internet standards. 
 
4.1 Authentication 
 

Authentication and access control are necessary for 
any multiplayer game. For example, a game which 
requires a monthly subscription should only allow 
players who have paid to join the game. A player who 
has been banned from a game should not be allowed to 
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rejoin the game. The challenging problems with 
distributed authentication are security and scalability. 

  
4.2 Communication Architecture 
 

Conceptually, a web service provides an alternative 
way of exposing application logic to a heterogeneous 
client. Web Service enable clients and services to 
communicate regardless of the object model, 
programming language, or runtime environment used 
on either side of the communication link and that 
differentiates it from others remote access mechanisms 
such as RMI and CORBA. The web service exposes 
application functions over the Internet. 

The primary advantages of using a distributed 
communication are scalability, responsiveness and 
resiliency. Distributed communication allows players 
to send messages directly to each other, creating a 
more responsive game. The key challenges in 
developing communications components for a 
distributed architecture are a consistency, event 
ordering, interactive responsiveness, security and 
scalability. 

 
Figure 5: Multi-User client/server (logical architecture) 
 
As showed in Figure 6, the logical view how 

messages are being passed through the gaming system. 
The advantage is change code in one place and then all 
players using theses objects instantly have access to the 
new code. The disadvantage here is that if you make a 
coding error, all system now accesses that error. 

Ludos Top was designing to use the standard XHR 
object to request data from the server and update the 
server with changes to the data. These requests to 
server and made asynchronously, thus leaving the user 
interface on the client responsive as opposed to 
synchronous requests in which the client user interface 
appears to lockup as it is awaiting a response from the 
server. 

Due Ajax architecture, you reduce the application 
latency experienced by the end user.  To work around 
the fact that JavaScript is a single threaded, one 
generally uses asynchronous request to the server. 
Asynchronous requests are sent to the server; at which 
point rather that blocking the program wait for the 
server response, the JavaScript thread continue to 
execute. When the response from the server is received 
by the web browser, the single JavaScript thread is 
used to execute a callback function that was registered 
for that particular request before is sent. This further 
improves the user experience because the application 
continues to be responsive while data is passed to and 
from server behind the scenes. 

The key to this AJAX-based user interaction is that 
it is focused on sending small pieces of data, not a 
rendered HTML web page, to and from server rather 
than a monolithic web page assembled completely by 
the server. 

 
4.3 Computation 
 

The computation component, is used  to schedule 
game computations among the players. The ability to 
hardness million of players’ processors create exciting 
possibilities for the virtual experience that player can 
participate in. 

 The server in client/server architecture typically 
does not have enough power to simulate complex 
interactions between players and the artificial 
intelligence (AI) because inter-process communication 
is slow over the internet. 
 
4.4 Network Utilization 
 

A recent study on Development.com [Developer, 
2007] found that Ajax had the potential to reduce the 
number of the bytes transferred over the network by 73 
percent, and total transmission time by 32 percent. In a 
sample application, user experienced the following 
measurable benefits: 
  

• Reduce time spent waiting for data to be 
transmitted – Over many repetition, the time 
users spend waiting for the page load can add 
up to significant costs. 

• Time spent completing a particular task – 
Increased efficiency in the user interface can 
often mean that time is saved at the task level. 

 
• Bandwidth consumed for the entire task – 

Reducing the amount of data that must be 
processed and transferred over the wire. 

 
4.5 Comparison between Architectures 
 

The W3C’s Architecture of the World Wide Web 
proposed three kind architecture  to integrate 
distributed application. The table1 - provides a 
comparing between three main approaches. 

 

 Web-
Based 

Script 
Node 

Direct 
Networking 

Support 
Web Browsers High Medium Low 

Communication  
Architecture Flexible Limited No 

Supported 
Heterogeneity 

Capability Yes Yes Yes 

Callback 
Techniques Yes No No 

Network  
I/O Yes No Yes 

Portability 
Capability Yes No No 

Maintenance Cost Low Medium High 
 

Table 1: Comparing three kind of distributed architecture. 
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These conceptual architectures of a 3D Browser 
showing external interfacing network communication 
capabilities.  

 
4.6 Comparison with Other Remote 
Component Access Mechanisms 
 

The table 2, show how a web service distinguishes 
itself from other remote component access 
mechanisms, such as CORBA, RMI, and Remote 
Procedure Call over Inter-OBR Protocol (RPC-IIOP) 
in several important ways.  

 

Traditional RPC Web Service 
Within enterprise Between enterprises 
Tied to a set of programming 
language Program language independent 

Procedural Message driven 
Usually bound to a particular 
transport 

Easily bound to different 
transports 

Tightly coupled Loosely coupled 
Firewall unfriendly Firewall friendly 
Efficient Processing 
(Space/time) Relatively inefficient processing 

 
Table 2: Comparing Web Services to Others Type of RMI 
 
5. Ludos Top 
 
The system proposed based in game Quarto, created by 
Frenchman Blaise Müller in 1985. The sixteen game 
pieces show all combinations of size (short or tall), 
shade (light or dark), solidity (shell or filled), and 
shape (circle or square). Two players take turns placing 
pieces on a four by four board and the object is to get 
four in a line with the same characteristic - all short, 
for example. Only one piece can go in a cell and, once 
placed, the pieces stay put. Blaise Müller's brilliant 
twist is that you choose the piece that your opponent 
must place and they return the favor after placing it. 
  
 

 
 

Figure 6: Game board at start game 
 
  
5.1 Functioning of the game 
 

 As the objective of the game is establish a line 
of four pieces, with at least one common characteristic 
on the board. The line of pieces may be across the 
board, up and down, or along a diagonal. 
 

�
 

Figure 7: Objective of the game 
 

 Game sequence when the first player selects one 
of the 16 pieces and gives it to his opponent. That 
player places the piece on any square on the board and 
chooses one of the 15 pieces remaining and gives it to 
his one.  The game is won by the first player to call 
“QUARTO!”. 

 This project was motivated because is 
educational work, nowadays only 5% of the school 
public’s students can access for Internet. Currently the 
Brazil has 54 millions of the students in public school, 
and only 2,5 million has this access to internet. But the 
govern has an audacious plan goal which is make 
almost universal access internet into next four years. 
According to with the Plan denominated Plano de 
Desenvolvimento da Educação – PDE, (Plan of 
Education’s Development) till 2008, more than 50% of 
the students will have access for WWW by Broadband. 
In 2010, is reach 95% of students.  It is an emphatic 
resolution from President Luíz Inácio Lula da Silva, 
say the Distant Education Secretary Ronaldo Mota. 
The first goal is be every 140.000 public school to have  
computer laboratory with minim of the ten computers.  
 
5.1 Aspect Pedagogical 
 
 David reported [David, 1997] that there is an 
increasing demand for greater interactivity to be built 
into learning materials. There is a clear need to offer a 
variety of different knowledge presentations and to 
create opportunities to apply the knowledge within the 
virtual world, thus supporting and facilitating the 
learning process. To achieve that, it is necessary to 
provide a complex level of interactivity that stimulates 
users’ engagement, apply different interactivity 
concepts as object, linear, construct or hyperlinked 
interactivity, and non-immersive contextual 
interactivity as well as immersive virtual interactivity. 

When using computer games, and games in 
general, for educational purposes several aspects of the 
learning process are supported: learners are encouraged 
to combine knowledge from different areas to choose a 
solution or to make a decision at a certain point, 
learners can test how the outcome of the game changes 
based on their decisions and actions, learners are 
encouraged to contact other team members and discuss 
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and negotiate subsequent steps, thus improving, among 
other things, their social skills. 

The Game provides a wealth of opportunities for 
children to acquire and practice the use of a wide range 
of problem solving skills and strategies. In games 
children encounter problems, often of their own 
making, under sets of conditions that are clearly 
defined and well understood by the players. Games are 
micro worlds for learning and could have a valuable 
place in the school curriculum. 

The main aspect pedagogical are problem solving 
skills such as trial-and-error investigation, hypothesis 
testing and searching for relationships, reasoning skills 
such as inference, deduction analysis and evaluation, 
social skills of cooperation, communication and 
constructive argument and life skills such as 
perseverance, and the ability to see initial failure as a 
challenge and to learn from it.�

The games Quatro was denominated Ludos Top 
System in this project, which may be played against 
the computer or a human opponent. The level of 
expertise for the computer can be selected.  The 
technical advantages are employing interactive through 
of Ajaxian techniques that provides better enjoyability, 
playability and usability 
 
6. System implementation 
 

The implementation of the system denominates  
Ludos Top which introduces the game Quatro and 
some systems like: Ajax Techniques, Flex Flux plug-in 
3D, Internet Explorer browser and Tomcat. 
 
6.1 Ludos Top Web User Interface 
 
 Ludos Top Web User Interface is a HTML 
interface programmed using JavaScript.  The user 
“Master” acts as moderator of game and operation. The 
functions like “Login”, “Moving” and “Chat” available 
in main interface like in Figure 9. 
 

 
 

Figure 8: Snapshot from Ludos Top 
 

 After an authentication in Ludos Top software, 
the player has  to establish a connection available with 

game Quatro, these actions are performed by adding a 
Web reference to the Web service Tomcat. 

 The Ludos Top interface (Figure 1) is a HTML 
programmed using JavaScript, Ajax and X3D. The 
communication between X3D and HTML page is 
through the X3D Script SAI, after this, the parameters 
are forwarded outside world for Web Services  using 
Ajax request with XMLHttpRequest. 
 
 
7. Conclusion 
 

In this paper presents the possibilities of fully 
distributing multi-user games online through of 
standards such as X3D have made it possible deploy 
rich 3D content in real time over the Internet.  

At the same time, Ajax has emerged as a worldwide 
phenomenon and an interest of new application 
development. By bringing these two technologies 
together, Ajax3D promises to be good open platform 
for creating a next-generation 3D web experience. 

With Ajax3D, immersive virtual worlds can be 
deployed within a web browser, integrated with pages 
with more interaction, compatibility and can 
communicate with standard web servers using XML 
and Ajax technologies, enabling networking on web. 
The architecture with Ajax can improve and empower 
the user experience for the end users, making them 
more effective and satisfied, reduce the demands on 
networks and server infrastructure, saving money by 
reducing maintenance  and even bandwidth, and 
improve quality of service for all users. 

This work presents the possibility for new kinds of 
functionality not possible or practical in a traditional 
application model, giving users new tools to achieve 
their goals. 

The Ludos Top is in its infancy. It will need to be 
actively developed. Ludos Top can become an example 
of Educational Virtual World on World Wide Web for 
help research and development personal. 
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Abstract - In parallel processing and parallel algorithms several 
processors are used together to execute a single application 
faster. From the programmer's point of view there are two major 
programming paradigms: Shared Memory and Message Passing. 
Each of them fits into a specific physical model, but there are 
multiprocessors architectures whose mapping to one of these 
paradigms is not so simple. SMP clusters, for example, are built 
connecting some shared memory machines through an 
interconnection network. Applications on SMP clusters can be 
programmed to use message passing between all processors. 
However, it’s possible to achieve better performance using a 
hybrid model which uses multithreading with shared memory 
communication inside the SMP node and message passing 
communication between nodes. The objective of the research 
presented in this paper was to implement and evaluate a hybrid 
model of parallel programming for an engineering application in 
order to evaluate and compare this model with a pure message 
passing version. Finite element formulation of linear elasticity 
problems results in linear equation systems that can be solved 
numerically by the conjugate gradient method. This article 
presents some numerical simulation results of a structural 
analysis, where the stiffness matrix of the system is a full matrix, 
using a 3D parallel code with two strategies for parallelization of 
the conjugate gradient method. The solution is obtained without 
any preconditioning technique to provide a performance 
comparison between a hybrid and a pure version of the same 
application. 

I.  INTRODUCTION 
In the area of parallel processing, several processors are 

used together to execute a single application faster. There are 
two major programming paradigms: shared memory and 
message passing [1]. The shared memory programming model 
targets a shared memory architecture, in which multiple 
processors share single memory space. The communication 
between processors takes place through reading and writing in 
this memory space. In the distributed memory programming 
model, processors do not share memory; instead, they explicitly 
send and receive messages. The only way to acquire the data 
that are not in the local memory is to request and receive them 
from the processor that has them. 

In order to tell the underlying machine that a program 
should be executed in parallel, we need some form of 
programming language constructs. These constructs control 

data sharing, synchronization, and so on. The two paradigms 
offer different sets of parallel constructs to achieve this. 

In the message passing model, the constructs typically 
come in the form of library of functions. The library includes 
functions for sending and receiving messages, synchronizing 
execution, and so on. The Message Passing Interface (MPI) is 
an important standard that is implemented in the form of such 
libraries. The parallel programmer's task in the message 
passing model is to incorporate these functions into the 
algorithm. Programmers need to devise ways to split data, 
communicate, and synchronize, and write or modify the 
program based on the idea. On the OpenMP model for shared 
memory programming, programmers inserts "directives" into 
the code. These directives do not affect the program semantics. 
They dictate how work and data shall be shared by the parallel 
processors. The source code is then compiled by a compiler 
which provides support for the model and it generates code that 
creates threads to run on several processors [1]. 

Each of them fits into a specific physical model, but there 
are multiprocessors architectures whose mapping to one of 
these paradigms is not so simple. SMP clusters, for example, 
are built connecting some shared memory machines through an 
interconnection network. Applications on SMP clusters can be 
programmed to use message passing between all processors. 
However, it’s possible to achieve better performance using a 
hybrid model with shared memory communication inside the 
SMP node and message passing communication between 
nodes. A hybrid programming model is defined as a model 
which uses multithreading for shared memory inside the node 
and message passing between SMP nodes.  

The objective of the research presented in this paper is to 
develop and evaluate a hybrid model of parallel programming 
for a real engineering application based on the finite elements 
method [2]. Besides that we aim to provide a performance 
comparison between a hybrid and a pure version of the same 
application. 

II. PARALLEL PROGRAMMING 

A. Message Passing Programming 
The Message Passing Interface (MPI) is a standard for 

writing message-passing programs. The goal of MPI is to 
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provide standard library of routines for writing portable and 
efficient message passing programs. MPI provides a rich 
collection of point to point communication routines and 
collective operations for data movement, global computation 
and synchronization [3]. 

An MPI application can be visualized as a collection of 
concurrent communication tasks. A program includes code 
written by the application programmer that is linked with a 
function library provided by the MPI software implementation. 
Each task is assigned an unique rank within a certain context: 
an integer number between 0 and n-1 for an MPI application 
consisting of n tasks. These ranks are used by the MPI tasks to 
identify each other in sending and receiving messages, to 
execute collective operations and to cooperate in general. MPI 
tasks can run on the same processor or different processors 
concurrently [3]. 

B. OpenMP Programming 
OpenMP is a set of compiler directives and callable runtime 

library routines to express shared memory parallelism. 
OpenMP is ideal for developers who need to quickly parallelize 
existing scientific code without rewrite them. It also can be 
used to rewrite an entirely new application [4]. The 
programmer includes directives on the code instructing the 
compiler how to divide data and computation among 
processors. Then, when the code is compiles, the compiler 
generates code to be executed in parallel by the threads. 

An OpenMP program executes according to a fork-join 
model (Fig. 1). This means that an OpenMP program begins 
execution as a single sequential thread, the master thread. 
When a parallel directive is encountered by that thread, 
execution forks and the parallel region is executed by a team of 
threads in parallel. When the parallel region is finished, the 
threads in the team synchronize at an implicit barrier, and the 
master thread is the only thread that continues execution. 
Figure 1 shows the OpenMP execution model [5]. 

 
Fig.1. OpenMP execution model. 

C. Hybrid OpenMP/MPI Programming 
In [6], a hybrid programming model is defined as a model 

which uses multithreading for shared memory inside the node 
and message passing between SMP nodes. By using a hybrid 
programming model we should be able to take advantage of the 
benefits of both shared memory and message passing models 

Hybrid programs should give better performance than pure 
message passing ones for three reasons: 1) message passing 
within a node is replaced by fast shared memory access; 2) 
there is smaller communication volume on the interconnect 
since internode’s messages are not necessary; 3) fewer 
processes are involved in communication, which should lead to 
better scalability, particularly for global communications [7, 8]. 

Applications may or may not benefit from hybrid 
programming depending on some applications parameters [9]. 
In [10] is presented an efficient parallel iterative method for 
unstructured 3D solid mechanic grids developed for SMP 
cluster architectures with vector processors. The method is 
based on a 3-level hybrid parallel programming model, 
including message passing for inter-SMP node communication, 
loop directives by OpenMP for intra-SMP node parallelization 
and vectorization for each processing element. The method is 
focused on vector/parallel efficiency rather than robustness of 
the preconditioners themselves.  

The advantages are clearly application dependent [8]. In [8] 
has been presented a classification based in the programming 
efforts: fine-grain and coarse-grain parallelization. 

The fine-grain approach is the simplest one. It consists in 
OpenMP parallelization of the loop nests in the computation 
parts of the MPI code. In this case, is important to choose loops 
that contribute significantly to the global execution time. In the 
coarse-grain approach, OpenMP is still used to take advantage 
of the shared memory inside the SMP nodes but a SPMD 
programming style. At the beginning of the main program, N 
OpenMP threads are created and each of them acts as it was an 
MPI process [8]. 

III. CASE STUDY 
Linear elasticity problems modeled by a system of 

equations generated by the finite elements method can be 
solved by the conjugate gradient method. With the finite 
elements method, instead of assuming some properties for the 
entire body, we divide it into smaller elements and assume 
these properties for these individual elements [2]. 

These individual elements are now analyzed and instead of 
carrying out integration over the entire body we carry out 
summation over the body consisting of finite number of 
elements of finite dimensions. The FEM leads to a system of 
equations of the form 

 Ax = b. (1) 

Where A is a square, symmetric, positive-definite matrix, x 
is an unknown vector and b is a known vector [2].  

The conjugate gradient method is then applied to iteratively 
solve the system of equations. The conjugate gradient method 
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consists of a loop over a fixed number of matrix vector and 
vector-vector operations. In linear elasticity problem 
simulation, a geometry is selected and some boundary 
conditions are applied to constraint the movement of the solid 
in space. After that, forces are applied in some points of the 
structure. At the end of the conjugate gradient method 
execution, the vector x give the resulting displacement for the 
points of the geometry. 

A. Methodology 
We first applied the incremental approach to obtain a fine-

grained version of the original MPI code. We focused on 
parallelizing the loops on the parallel conjugate gradient 
method because this consumes about 90% of the application 
time. The code has been instrumented using the RDTSC 
instruction and the total execution time has been decomposed 
in computation time and communication time [12]. This 
decomposition is important to investigate our initial hypothesis 
that a hybrid solution would decrease the communication time 
and consequently decrease the computation time. 

In this paper we refer to tasks as units of processing. Here, 
not only MPI processes but also OpenMP threads are called 
tasks. Thus the comparisons have been made between 
executions with the same number of tasks in both models. For 
example, 1 MPI process with 2 Threads in the hybrid model 
against 2 MPI processes (running on the same SMP node) in 
the pure model. 

IV. PARALLEL CODE 
The application input is a mesh for the selected geometry. 

First, this mesh is partitioned using the library METIS [10]. 
The number of partitions is equal to the number of MPI 
processes. Thus every process handles about the same volume 
of data. Then every process mount its matrix and some 
auxiliary data structures based on the partition it receives.  
Finally a parallel conjugate gradient method is applied to solve 
the system of equations.  

During this last step, there is intensive communication 
between the processes because adjacent elements share nodes 
on their boundary and they need to exchange information about 
them during the computation. At the end of the parallel 
conjugate gradient method, each process has got part of the 
solution and a reduce operation is performed to create the 
resulting x vector. Fig. 2 shows the application flowchart. 

V. SIMULATION RESULTS  
The geometry selected to our experiments is shown on Fig. 

3. One face of the solid has been restricted and a force of 5.000 
N has been applied on the z axis. The measures have been 
made for four 3d meshes detailed on TABLE I.  Fig. 4 shows 
this geometry divided in 933 elements for mesh 2. The 
validation of the parallel 3D code was made through the 
comparison of the results with those obtained from the 
execution of the sequential program ef++ [13], as it can be seen 
in Fig. 5. For the two programs, the Young´s module was 
considered to be E=21.0MPa and the Poisson coefficient  υ = 
0.2. 

 
Fig. 2. Application flowchart. 

 
TABLE I 

MESHES CHARACTERISTICS USED IN SIMULATIONS 
Mesh Nº Equations Nº Elements No Nodes 

1 1,266 1,882 467 
2 2,577 4,014 933 
3 5,567 9,126 1,984 
4 10,581 18,031 3,717 

 

 
Fig. 3. Geometry selected. 

 
Fig. 4. Mesh 2 with  933 nodes and 4,014 elements. 
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The generated mesh was the same used to validate the code, 
resulting in 2,577 degrees of freedom. The results were 
obtained after 245 iterations of the CGM with a tolerance of 1x 
10-4. Figures 6 to 9 show total time comparison for each of the 
meshes for hybrid and pure versions of the application, and 
Figs. 10 to 13 show execution times for each of the meshes, 
decomposed in computation time and communication time. 

The calculations has been performed on a cluster of 8 AMD 
1,7 GHz dual processor nodes with 1,0 GB of RAM connected 
by a Ethernet Switch of 1,0 Gb/s. The application has been 
compiled using the Intel 9.0 Compiler with OpenMP support. 
The MPI library used was the mpich-7.2. 

 

 

(a)                                                                                                                   (b) 

Fig. 5. Resulted displacements in z (meters);. (a) sequential ef++ program, (b) parallel 3D code. 

 
Fig. 6. Total execution times for Mesh1. 

 
Fig. 7. Total execution times for Mesh2. 

 
Fig. 8. Total execution times for Mesh3. 

 
Fig. 9. Total execution times for Mesh4. 
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Fig. 10.  Decomposed execution time for Mesh1. 

 

 

Fig. 11.  Decomposed execution time for Mesh2. 

 

The execution time results in Figs. 6 to 9 shows that in most 
cases the MPI total time is less than the hybrid one. On the 
other hand, in Figs. 11 to 13 we can see, as expected, that in 
general the communication time on the pure version is higher 
than the communication time in the hybrid one. We can see 
also that the hybrid model has a worst computation time in 
most cases and the communication advantage do not 
compensate the computation disadvantage. 

The bad results can be explained by the major weakness of 
the model. They are [14]: (a) the replication of the OpenMP 
parallel regions implies a high thread management cost; (b) 
parallel regions lead to a bad utilization of the memory 
hierarchy. The factor (a) is especially important in this 
application because we have used a fine grain approach. 
Besides that, because the application uses an iterative method 
to solve the equations, the threads must be forked several times. 

 

Fig. 12.  Decomposed execution time for Mesh3. 

 

 

Fig. 13.  Decomposed execution time for Mesh4. 

VI. CONCLUSIONS 
In this paper we developed and evaluated a hybrid model of 

parallel programming for a real engineering application based 
on the finite elements method. Hybrid models on SMP clusters 
have been used in several applications. Although some works 
like [15, 16 and 17] have reached better performance, most 
studies like [7, 9 and 14] come to a conclusion that the hybrid 
version loses to pure MPI versions in most cases. In [8] the 
author shows that the comparison results are clearly application 
dependent.  

However there are some optimizations like the one 
presented in [17] that can lead to very good results, [10] is 
focused on vector/parallel efficiency rather than robustness of 
the preconditioners themselves. Most of these optimizations, 
however, require a high programming effort and sometimes the 
original application must be completely rewritten to use them. 
In our results we have seen that in most cases the performance 
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of the pure MPI model is better than the performance of the 
Hybrid model. However, we saw that with a hybrid model the 
communication overhead is reduced.  

This result shows that the use of a shared memory model 
inside the SMP node effectively decreases the communication 
overhead. Thus, with some optimizations this technique can be 
very useful for some applications, especially those with 
intensive communication. 
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Abstract- As computer technology has become ubiquitous in 
nature, research in text and data entry is relevant to address new 
user needs, according to the evolution of computing equipments 
and changes in user interface. This paper presents a method to 
estimate the physical and cognitive cost of usage for chording text-
entry based systems. 

I. INTRODUCTION 

While the QWERTY system [2] governs supreme as the 
primary text entry device for most computing systems, the 
evolution in computing equipments poses new challenges in 
man machine interfaces. Many trials have been done to address 
such changes. Some of them resulted in prediction algorithms, 
which convert numeric entries into alphanumeric characters 
based on statistical models. Other initiative shrinks the 
traditional QWERTY keyboard to a level where it would be 
supposed to fit for specific device models. A comparative 
detailed study from MacKenzie & Soukoreff [3] presents a 
broad list of text input techniques. It must be considered that in 
parallel there are investigations in course regarding the 
adoption of voice-speech recognition (VSR) systems. Though 
there are many areas where VSR would help, like speaking a 
name to trigger a call, or use a dictate machine to generate a 
text file, there are many areas where typing text can not be so 
easily replaced. Situations where privacy is necessary and 
speaking is not an option, or situations where speaking is much 
more complex then typing, like editing a Unix source code file, 
or filling up a government form for tax declaration, also 
require the typing based approach. 

There are two major competing paradigms for text input in 
computer based systems: pen-based input and keyboard-based 
input. Both emerged from ancient technologies ("ancient" must 
be understood as the pre-computer era): machine-typing and 
handwriting. 

An alternative for text entry is to explore Chord Keyboard 
Systems. According to Weber [1], a Chord Keyboard is a 
keyboard that takes simultaneous multiple key pressings at a 
time to form a character. In chord keyboards, the user presses 
multiple key combinations to enter an input instead of using 
one key for each character. Pressing combinations of keys in 
this way is called chording. Since chord keyboards require only 
a small number of keys, they do not need large space, nor the 

many keys of regular keyboards such as the QWERTY 
keyboard. 

It is controversial to establish an ergonomic hands-on 
standard for Chording Systems, mainly due to the multiple 
ergonomic behaviors of users, differences in the environment 
of use and particular user preferences, so this study is not about 
ergonomics.  

Assuming that a certain level of effort is necessary to learn 
and use chord keyboards, in order to achieve effective usability, 
this study presents a method to express effort level in terms of 
tangible parameters and investigate the user performance 
obtained from different purpose maps: minimum physical 
effort and minimum cognitive effort. In the section II this 
paper introduces the proposed method. In the section III the 
experimental conditions are presented, followed by the results 
in section IV, and finally discussion and conclusion, are 
presented in sections V and VI, respectively. 

 

II. COMPOSING: THE METHOD 

In order to formalize the requirements, the first step is to 
propose a Method for a generic chording data entry system. 
Assuming that chords are combinations of entry keys, they can 
be represented typically as a binary sequence of digits (0-
released, 1-pressed). Most likely, the physical effort level will 
range from minimum effort (no key pressed or idle) to 
maximum effort (all keys pressed). Assume K is generic array 
representing a generic chording data entry system based on N 
entry keys. The M symbols (characters) can be expressed 
through M chords represented in the K array, so that M! 
symbol/chord pairs are possible which are called maps. 
Therefore each map contains the logical relation between 
symbols and chords. 

The Effort for any given chord Ec(j) would be expressed by 
Equation (1) as follows: 

 

      Ec(j) = TiCiW
N

i

)].(.)([
1

0
∑

−

=

,          (1) 

in which C is the binary sequence that uniquely represents each 
chord, T is the total number of active keys for a specific chord 
(T ≤ N),  i is the array index for any given digit in C, j is the 
index for any given symbol in a map and W(i) is the weighted 
effort for a single entry key in C. To make it more precise T 
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should be considered in Equation (1) since the effort is 
minimum for T=0, and maximum to T=N. 

For any given map its respective Map mean effort (Mme) 
expressing the mean cost of  physical usage can be determined.  

Let P(j) be the probability of the jth symbol represented in 
the map , so:  

∑
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jP .                              (2) 

 
The Map mean effort for a given map chosen from M! 

possible permutations is given by Equation (3): 
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Choose the best combination to compose a complete symbol 

representation for a given Chord Keyboard K, including 
alphabet, numbers and special characters is not trivial. If the 
ASCII standard symbols are considered, for instance, then M 
should be 256 and there are 256! possible maps. This work 
intends to make this matter simplest as possible, for what a 
certain level of abstraction is proposed, where two basic 
symbol maps are proposed: AEOSRI map and  MARCON map. 

The AEOSRI map is derived from a symbol combination 
that minimizes physical effort (minimum Mme) according to 
Table I.  

TABLE I 
THE  AEOSRI MAP 

 
Therefore the AEOSRI map is a logical map based on the 

probabilities P(j) according to the Theory of Frequency 
Analysis and Information Theory [4],[6]. Notice that variations 
in frequency of characters are deeply influenced by language-

context and there is a specific distribution for each language. 
On other hand, The MARCON map suggests a symbol 
combination that minimizes the cognitive effort (best learning 
curve), disregarding the level of physical effort. Despite the 
fact that 256! permutations are available to choose among 
cognitive maps,  this work selected only one specially designed 
by the authors to be more intuitive, according to Table II. 

For convention, assume minimum effort (Min) for a given 
chord Ec(j)=0 when T=0, and the maximum effort (Max)  
Ec(j)=1 when T=N. Based on this assumptions Equation (4)  is 
valid: 
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The elements in the array W are expressed as a sequence of 

an arithmetic progression containing N elements, so any W(i) 
is given by Equation (5): 
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The present Method is expected to be useful to estimate the 

mean effort for generic chording systems based on N keys 
assuming that Mme can be calculated for any map. 

 

TABLE II 
THE MARCON MAP  

 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

III.  THE EXPERIMENT 

A Text Input Experiment was conducted and two different 
Chording maps were selected for the experiment: a minimum 
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Mme map, and a minimum cognitive effort map. A generic 
Chord Keyboard of N=5 keys was chosen. These experiments 
were performed to measure the input speed and accuracy for 
text input using the chording text entry system. 
 

A. Subject Requirements  
The experiment was conducted in Brazil so selected subjects 

were Brazilian Portuguese native speakers. Two groups of 
eight people were recruited among the students body. All the 
subjects had previous experiences in use of computer keyboard 
(minimum average use of 20 minutes per day), and keypad of 
mobile devices for sending and storing short text messages 
(minimum average use of 1 time per week). Right-handed and 
left-handed volunteers participated. 
 

B. Apparatus 
The experiment was conducted in the usability laboratories 

of BenQ Mobile Brasil and UEA – Universidade do Estado do 
Amazonas. A single 5 key device connected to a PC computer, 
running a Java application on top of Windows XP, was 
specially designed for this experiment.  

 

C. Procedure  
The first group of students was assigned to the chord 

keyboard equipped with AEOSRI map while the second group 
was assigned to the chord keyboard equipped with MARCON 
map. Basic training, about three minutes, including free trial 
was provided for all participants. Printed helps were available 
through all trial sessions. Eight trial sessions per group were 
hold for the whole experiment cycle, 30 minutes expected for 
each individual session. A minimum interval time of ten 
minutes between sessions was mandatory for resting. 
 

D. Test Cases 
Test cases were expressed as 8 corpus growing in 

complexity from the first session to the last. Each corpus had 
up to 450 characters, including spaces, line breaks and special 
characters typical of Brazilian Portuguese Language. The 
corpora were representative of the frequency of symbols for 
the chosen language according to the Theory of Frequency 
Analysis [4],[6]. 

 

E. Metrics collection 
The respective Mme for each map was calculated, though 

the physical cost could be expressed. The metrics were 
separated in two main groups: speed and accuracy. To compute 
speed, the time for typing was recorded. Accuracy was 
measured by counting errors. Text input time was later 
converted to input speed in terms of characters per minute 
(CPM) and words per minute (WPM) for statistical analysis.  
 

F. Data Analysis 
Accuracy and session duration composed the mean learning 

curves, though learning functions could be derived from it in 
order to obtain a quantitative measure for the cognitive cost. 
The results for each map were to verify whether there are 
significant differences between the learning curves for the 
given groups, though they were assigned to specific maps. 

 

G. Satisfaction 
A questionnaire was distributed for all participants, so user 

satisfaction using chord keyboard could be evaluated, based on 
System Usability Scale (SUS) [5]. 

 

IV.  RESULTS 

To measure physical effort applying the proposed Method, 
the Mme of 0.0995 and 0.1536 were found for the AEOSRI 
and MARCON maps, respectively. For SUS there was no 
statistically significant difference between the maps, after 
applying the ANOVA test with 0.05 of confidence level. In a 
range of 0 to 100, the SUS [5] for AEOSRI map scored up to 
74 points and the MARCON map scored 64 points. As 
observed in Figure 1, the first derivative (slope) of the straight-
line obtained after linear regression were -2.02 for MARCON 
and -1.79 for AEOSRI.  This parameter is supposed to be 
somehow assigned to the learning speed, thus it will be defined 
as the cognitive Learning Gradient (LG). 
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Figure 1 – The session duration  between maps.. The arrows indicate 

statistically significant difference between maps. 

 
The results have shown that despite the increasingly 

complexity through sessions for the experiment, the character 
accuracy and the character/word rate seemed to increase with 
time, what was observed for both maps.  

Accordingly, it is worthwhile to investigate which map may 
give the best performance during user interaction with 
chording systems, since the AEOSRI map is supposed to give 
the smallest physical cost (compared to the MARCON map) 
while the MARCON map is supposed to give the smallest 
cognitive cost. 

The mean character accuracy for each session is  presented 
in Figure 2. The arrows indicate a statistically significant 
difference between maps, after applying the ANOVA test with 
0.05 of confidence level, for the corresponding session. 
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Figure 2 – The mean character accuracy for each session. The arrows indicate 

statistically signisicant difference between maps. 
 

The results showed that the MARCON map 
outperformed the AEOSRI map at least in three sessions 
(including the last one) when analyzing the mean character 
accuracy. On the other hand, the character and word rate 
presented in Figures 3 and 4 have shown that the only 
difference between maps was observed in the first session. 
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Figure 3 – The mean character rate for each session. The arrows indicate 

statistically significant difference between maps. 
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Figure 4 – The mean word rate for each session. The arrows indicate 

statistically significant difference between maps. 
 

V. DISCUSSION 

 
Given the results, MARCON map presented superior 

accuracy. That could be explained by the fact that MARCON 
map was designed to be more intuitive and achieve better 
cognition. On other side, the AEOSRI map presented superior 
performance for CPM and WPM in the first session. This 
observation is possibly due to the lack of knowledge about the 
maps in the first session and consequently the cognitive load is 
apparently higher at this point. However, both maps give 

statistically equivalent results for the other sessions with an 
almost monotonic increase in efficiency, which may indicate 
that the cognitive cost was compensated and/or lowered after 
some learning period. This also suggests that the physical cost 
is not critical as the cognitive cost, since after the initial session 
both maps present the same character/word rate. Another 
interesting point to observe is that although there are no 
significant differences between mean session duration for the 
maps, the LG for MARCON map is higher than the rate for 
AEOSRI map. 

VI.  CONCLUSION 

The use of traditional parameters for performance evaluation 
like Characters per Minute (CPM) and Words per Minute 
(WPM) might be useful when comparing different data entry 
systems, but in this particular case where different maps for the 
same chording data entry system were evaluated, they did not 
provide significant information when compared to the accuracy, 
the Mme, or even Learning Gradient (LG). 

As AEOSRI and MARCON maps were designed to achieve 
different purposes, the first - minimum physical effort, and the 
second - minimum cognitive effort, the satisfaction level was 
found equivalent from user point of view. 

Future work is necessary to balance cognitive and physical 
effort. It would be useful to build a common map that achieves 
better physical performance with minimum learning effort. 
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Abstract—Intrusion Detection technology is designed
to monitor computer activities with the purpose of
finding security violations. What constitutes a security
violation will depend of each organization. Thus, a
universal Intrusion Detection System doesn’t exists. Al-
though the principles, goals and methods of security are
standardized, the specific application of security is differ-
ent for every organization. Taking this as a start point,
we will describe JIDS: an architecture that provides a
multiagent platform as a basis for the development of
different Intrusion Detection techniques. JIDS allows the
implementation of the specifics security policies for every
organization, without having to worry about the general
functionality of the IDS within the computer network.

I. INTRODUCTION

The Intrusion Detection Systems (IDS) are very
important in the security policy of every organiza-
tion with a local network connected to the Internet.
The common approach for the architecture of
most commercial and research IDS is to centralize
the data collection and analysis over a single
monolithic entity.

In [1], the Intrusion Detection is defined as: The
problem of identifying individuals who are using
or attempting to use a computer system without
authorization, or those who are abusing of their
access privileges to the system. In every cases,
the integrity, confidentiality or availability of the
system resources are compromised.

An IDS is a computer system (possibly a combi-
nation of software and hardware) that attempts to
detect intruders, alerting the system administrator
when an intrusion is detected. It can be defined

Group supported by National University of San Luis and the Na-
tional Agency for Science and Technology Promotion(ANPCYT)

as defense system that detects hostile activities in
a particular computer or computer network. The
key is to detect and alert about activities that
may compromise the system safety, or “hacking”
attempts in progress, including reconnaissance and
data collection activities, like port scans [2][3][4].

Note that this definition of IDS doesn’t include
prevention of intrusions, just the detection and
subsequent alert to the administrator about these
facts. In some cases, the IDS could try to stop the
detected intrusions, taking the necessary measures
to contain and stop the damage, for example
ending the connection between the intruder and
the compromised network[5].

Intrusion Detection Systems can be classified
in different ways[6], [5], [3], [4], [7], according
to their: Architecture, Technique used to perform
intrusion detection, Method to obtain data from the
system, Behavior in the presence of an attack and
Source of information. We pay special attention to
this last point.

Depending on the information source gathered,
an IDS can be classified in Host based IDS (HIDS)
or Network based IDS (NIDS). HIDS collects and
analyses data from a specific computer. They are
highly effective for detecting internal intrusions:
attackers from inside local network or regular
users making bad use of available computational
resources or exceeding their privileges. HIDS are
simple to implement and control.

NIDS monitors activities that occurs in the local
network, analysing every data packets traveling
in the network. This technique is called “packet
sniffing”[3]. The data packages are examined and,
sometimes, compared with empirical data to verify
its nature: malicious or not. NIDS is very good
in detecting intrusion attempts from outside local
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network. But it has drawbacks, one of then is
the difficulty to protect the local resources of a
particular computer.

As HIDS is good in areas where NIDS is
not and vice versa, the combination of both ap-
proaches results in more robust IDS. The HIDS
architecture places in each computer a local IDS.
Hence, the attacks from the local network inside
are covered. As a complement, NIDS assures a
wider view of the complete system, the local
network, detecting more easily attacks coming
from outside local network.

A good IDS must: impose a minimal over-
head, run continually, be fault tolerant, resist
subversion, maximise configuration capabilities,
be able to adapt to changes, be scalable provide
an graceful degradation of service, allow dynamic
re-configuration and provide historical data of the
detected events. Although they may be conflicting
with each other, it is wise to try satisfy most of
them [6].

The most common IDS architecture proposed
are single monolithic entities which have some
shortcomings. An alternative is distributed IDS
architecture based on multiple entities. These en-
tities work independently, cooperating to detect
intruders. The multiagent systems are a suitable
architecture for distributed IDS. In section II, we
review the characteristics of multiagent systems.

To summarise, in order to obtain a robust IDS,
it is advisable to base our IDS design on the
Host, but also incorporating the advantages NIDS
provides[4]. The objective of our IDS is to try to
cover every defense line. In this paper, we first
explain the multiagent systems and the motivation
to apply this approach in JIDS. In section III we
describe the JIDS, its design and some issues re-
lated with its implementation. Finally, we present
the conclusion and future works.

II. MULTIAGENT SYSTEMS & IDS

We start with two basic definitions: Au-
tonomous Agents and Multiagent systems[8]:

An agent is a software entity situated in some
environment. It is capable of performing au-
tonomous actions over this environment, in order
to meet its design objectives. It also has the ability
of interacting with other agents of the environment

to fulfill a pre-defined objective that can only be
satisfied with the cooperative work of agents.

A Multiagent system is composed by a number
of agents that interact among them, normally in-
terchanging messages through some infrastructure
of computer networks. In general, the agents in
a multiagent system will represent or will act
according to their own objectives. To successfully
interact, every agent will have the ability to co-
operate, coordinate and negotiate with the rest, in
the same way humans do it.

In our context, an autonomous agent will be
an independent software entity that performs a
designated task. The task resolution can involve
only one agent or an agents group. This definition
implies the autonomy of the IDS components. An
agent can perform one single specific function, or
its functionality can be part of a more complex
activity. In both cases, the agent can interact with
other agents to exchange data that allows it to
complete its tasks.

The multiagent architecture can be consid-
ered as a subclass of concurrent and dis-
tributed systems[9]. This architecture based on
autonomous agents helps satisfy the desirable
characteristics of an IDS[1], [10].

In the intruder detection area, the use of au-
tonomous agents allows to design, develop and test
different intrusion detection techniques, indepen-
dently from the IDS. Once obtained the desired
results, the new techniques can be integrated to
the rest of the actual IDS.

III. JIDS

JIDS (Java Intrusion Detection System) is a
framework of research and development for any
intrusion detection technique (including the com-
bination of more than one technique, through an
agents group). The main objective is to build a
solid platform over which develop an IDS that:
Fulfills the desirable characteristics, Facilities the
adaptation of the IDS with the system reality
and the security policies of the organization, and
Allows the uses and combination of different intru-
sion detection techniques, to protect the integrity
of an organization’s network as well as every
computer connected to it.
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JIDS allows a separate implementation of func-
tionalities, without having to worry about general
IDS issues like inter-agent communication, system
scalability, or user interface, between others. In the
next section we explain the JIDS architecture and
implementation details

A. JIDS Architecture

JIDS presents a Multiagent Architecture. It uses
a hierarchy of autonomous agents to perform the
different activities. It combines the advantages
present in HIDS and NIDS.

JIDS architecture is composed by four hierar-
chical levels of autonomous agents. The agents
interact with other agents to detect intruder and
to alert to the end user, generally the system
administrator, of the anomaly. Figure III-A shows
different agents level and their interactions, level
n agent with level n+1 agent.

Every agent in JIDS is said to have a “boss”
designated to which it reports any news arisen
from its action. The boss can send it commands
to perform maintenance, control, configuration or
other similar tasks. The Level 4 agent is the only
one in JIDS that interacts with the end user. Each
level agent is described in next sections.

Agents Level 4

Agents Level 3

End User

Agents Level 2

Agents Level 1

Fig. 1: JIDS Architecture - Logical View

1) Level 1 Agents: Sensors end Detectors of the
IDS: Level 1 agents implements the majority of
the several intrusion detection techniques at host
level as well as at network level. The objective of
a Level 1 agent can be one of the following:

• Individual task: The agent is responsible of
detecting a single type of intrusion, without
intervention of other agents. These agents

class implements HIDS techniques: control
of the local resources usage, control of the
access according to user privileges, integrity
of sensible information for local host, etc.

• Data Collection task: The agent captures sys-
tem data and provide them to another Level
1 agent. The data collector is responsible for
gathering information and could be called
IDS sensor. Its work is, for example, to
capture the network traffic to or from hosts
in local network, and to send the information
available to another agent.

• Analysis task: The agent analyses the data
obtained by another agent. It controls the
occurrence of network attack, like port scan-
ning, remote execution of malicious com-
mands, vulnerability of network protocols,
among other possible attacks.

As a consequence, Level 1 agents can work
individually or in groups. When any of them finds
signs of a possible intrusion, it issues a security
alert to its “boss”, the Level 2 agent. A host can
have several Level 1 agents assigned to different
tasks of data collection or analysis.

2) Level 2 Agents: Mediators: A Level 2 agent
plays the mediator role between Level 1 agents
and the rest of the IDS . There is only one Level
2 agent per host. Its main job is to collect the alerts
issued by their “subordinates”, level 1 agent, and
to send them to the corresponding Level 3 agent,
previously defined as its “boss”. It has to be sure
that Level 3 agent receives correctly the alerts.
Every Level 1 agents in a host will be subordinated
to the only Level 2 agent of the same host.

The other functionality is to receive queries
for information. The requirement comes from the
Level 3 agent. The Level 3 agent sends a query to
the Level 2 agent in the corresponding host. This
agent sends the query to the respective Level 1
agent. Finally it sends back to the Level 3 agent
the results given by Level 1 agent.

The layer of Level 2 agents is necessary to
divide the responsibility of data collection and
analysis from the alert communication to the upper
levels. As a consequence, a Level 1 agent does not
need to worry about the issued alerts arriving to
the end user, the Level 2 agent takes care of this
matter.
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Level 3 agent by the other hand, does not
need to worry about knowing which Level 1
agent resolves its query, it only needs to send the
requirement to the corresponding Level 2 agent.
Hence, there is a clear separation between specific
intrusion detection and the inter-agent communi-
cation, provided by the IDS architecture.

3) Level 3 Agents: Global Monitors: Like
Level 2 agents, Level 3 agents has the functional-
ity of gathering alerts sent by its subordinates and
passing them to the upper level. However, Level
3 agents can have other functionalities:

• They can detect attacks or intrusions more
complex and react in consequence. These are
not detectable by lower agents levels.

• They can exchange information with other
agents at its same level, possibly placed in
different sub-networks, to find out about other
detected attacks in other parts of the network
and even to decide contention measures to
avoid the propagation of a given attack.

This horizontal communication with its peers,
allows Level 3 agents to have a more complete
view of the system.

Level 1 agents, that are network sensor, can
have access to a limited part of the network traffic,
hence their view of the system is restricted only to
certain areas of the network. This restricted view
can be caused by:

• Design issues to minimise overhead and
favour the scalability of the IDS: the comput-
ers connected to the network are distributed
in groups, so that every Level 1 agent protects
only a part of the network and does not have
to cope with the entire network traffic.

• Physical reasons, caused by the network
topology: a Level 1 agent placed in a given
sub-network is not be able to see the traffic
traveling within another sub-network.

For these reasons, Level 3 agents are able to
detect certain attacks that would pass undetected
for lower level agents. To perform its work, they
uses data obtained by distinct sensors placed over
different host in the local network. They also
interchange information with other Level 3 agents
to obtain data through other sensors near them.

With both information sources and the alerts
received from Level 2, a Level 3 agent has a global

view of system state. For this reason, the level 3
agents are called Global Monitors. Some kinds of
attacks can be more simple to detect at this level,
like Net Scanning [6].

4) Level 4 Agents: User Interface: In this layer,
there is only one agent, it interacts with the JIDS
Users. Its tasks are

• To show information about the system state,
global as well as discriminated state, and the
alerts generated. A Level 4 agent receives the
alerts sent by Level 3 agents, its subordinates,
process them and finally informs to the end
user.

• To allow configuration of different aspects
of the IDS, like setting of the boundaries
between a normal state and an alert state.

• To give the possibility to add new computers
at the network. With that information, Level
3 agents could take the necessary actions to
create new agents in the new hosts and to
change some existing agent configuration.

This Level of agents is necessary because the
nature of its tasks, the human-computer interaction
is totally different from the issues related to Intru-
sion Detection. With this layer we accomplish a
total independence between User Interface (front-
end) and JIDS functionality (back-end).

B. General JIDS Operation

Having revised the agents hierarchy in JIDS
architecture, we can now describe its general oper-
ation. Figure III-B shows an example of a physical
distribution of the agents.

Fig. 2: JIDS Architecture - Physical View
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How the agents are really distributed among
the network hosts, will depend of the particular
case (organization’s security policies). The net-
work topology must be taken into account, as
well as the workload of every host and various
practical details that arise according to each case.
In the next section, we give some guidelines to
implement an IDS using JIDS architecture.

1) Agents Distribution: JIDS can serve as a
basis for integral protection against intruders in a
computer network. The combination of HIDS and
NIDS techniques implies local protection to every
host in the network.

Therefore, in every computer in the network
there will be Level 1 agents to protect host’s
resources (HIDS functionality). Their implemen-
tation are subject to the host architecture.

To cover the network level attacks, Level 1
agents will be placed in some strategical hosts.
The selection of hosts will depend of each partic-
ular case too. The developers experience will be
of much help in this kind of issues.

Each host has one single Level 2 agent. This
agent is the “boss” of every Level 1 agent in the
local host.

The next step is to place Level 3 agents in some
hosts of the network. One of the goals JIDS has,
is to distribute the workload among different hosts
avoiding to impose too much overhead on some
computers. A good idea is to group machines so
that every group have computer physically close
favouring communication between agents in Level
2 and 3. In one of the computer in every group, a
Level 3 agent will be placed. This Level 3 agent
is the “boss” of all Level 2 agents belonging to
the group.

Finally, the last decision is to place the Level 4
agent, nexus between the end user and JIDS. The
issue about user interface hasn’t being treated with
too much detail yet. It is a point to develop in the
future. However, we imagine that a logical loca-
tion would be a powerful computer, for example
a network server.

2) Inter-agent Communication: The communi-
cation between agents has a central importance in
multiagent systems, therefore in JIDS architecture
is of central importance too. This topic has been
widely studied[8]. We decide to employ a tech-

nology already implemented to communication
among agents.

JIDS bases its development in JADE (Java
Agent DEvelopment framework) technology, de-
veloped by TILAB S.p.A.[11]. This technology
provides the full support to multiagent systems,
through a middle-ware that is compliant with FIPA
specifications[12].

The communications between agents in JIDS
is entirely administrated by JADE technology,
which has been widely tested and used in many
multiagent systems. Thus, its correct operation is
guaranteed and we can concentrate in the imple-
mentation of JIDS architecture, without having to
worry about inter-agent communication.

However, it is necessary to stress that commu-
nication between agents in Level 1 layer in the
same host can use a shared buffer or repository,
without the need of JADE technology to exchange
data.

C. JIDS Implementation

The objective of this work is to develop a stable
architecture to facilitate the implementation of
different IDS. The development is still in research
and laboratory testing phase.

We have developed a first prototype that serves
as a proof of concept for the JIDS architecture.
It is entirely implemented in JAVA Programming
Language[13] and works under Windows plat-
forms, for the moment, but its design is portable.

The idea of this first prototype was to prove
that JIDS really could work as a platform to
develop an IDS with characteristics of host and
network IDS. As a first step we implemented the
hierarchy described in III-A. For every layer of
agents, we defined the necessary functionality for
JIDS to work: boss-subordinates structure, alert
issuing, handling of issued and received alerts,
communication between Level 1 agents dedicated
to singular detection task and other internal details.

Concerning agent’s functionalities:
1) To include host level protection, we im-

plement an agent whit the responsibility to
detect the presence of Rootkits[14], [15],
[16], [17] inside the host where it resides.

2) To include network level protection, we de-
veloped a group of collaborative agents to
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detect port scanning[7], [18], [19] over the
computers group assigned to protect.

3) To have a simple user interface as sys-
tem output, we implemented a rudimentary
Level 4 agent, whose only purpose was to
communicate the alerts received.

For detecting rootkits, the method chosen for
the development of a Level 1 agent was Integrity
Based Detection1.

For Port Scanning Detection, the classic way to
detect it is through pattern recognition by observ-
ing the network traffic. For this, it is necessary
to control every packet in and out the system. All
connections, or connection attempts, are analyzed.

The tests were conducted on the laboratory’s
network with 20 computers. JIDS worked over
many environment: different network loads and
computers functions.

IV. CONCLUSIONS AND FUTURE WORKS

We have introduced a Multiagent Architecture
for an Intrusion Detection System, named JIDS.
It works with a hierarchy of autonomous agents
to perform different activities in a distributed
fashion, avoiding the various problems present in
centralized architectures.

We combined HIDS and NIDS techniques with-
out trouble using autonomous agents. They were
developed totally isolated from JIDS and then
integrated to the architecture. Their task was to
issue alerts correctly and to assure that these alerts
arrived correctly to the end user. Therefore, we
could also prove that JIDS is a good framework
to facilitate the research, development and testing
of different techniques for intrusion detection.

The JIDS development is still in laboratory test-
ing phase. First, it is necessary to test the operation
and behaviour of JIDS to assure its viability as
a basic architecture to develop functional IDS.
Our first prototype had this purpose and showed
that JIDS is perfectly viable as a platform for
developing IDS.

However, there is still a lot of work to do.
It’s necessary to optimize the general operation
of JIDS, in order to reduce its impact over the

1Tripwire is an example of an anti-rootkit tool that uses this
technique[20]

normal load in the network traffic. JIDS involves
communications between agents, necessary for the
functionalities inherent in different intrusion de-
tection techniques or inherent to JIDS architecture.
In order to optimize JIDS, It is necessary for
example:

• To measure the extra load that could be
imposed to the network traffic by horizontal
communication among Level 3 agents.

• To improve the scalability capabilities of
JIDS.

• To develop a complete user interface for
JIDS. The user interface should provide ways
to configure different aspects of the IDS,
as well as methods to indicate changes in
the network topology, or security policies,
to improve the adaptability of the IDS to
changes in the system, among others.

• To analyse the real possibilities of multi-
platform support, JIDS is entirely developed
in JAVA, so it is possible, theoretically, to
accomplish a platform independence for the
implementation of agents hierarchy.

• Giving to the agents capabilities for Artificial
Intelligence (AI), would help agents to adapt
themselves to attacks against the IDS, and to
fight back or recover from the damage caused
by an attacker.

Finally, once JIDS architecture becomes a solid
platform for an IDS, the final step is to make a
deeper study of the different Intrusion Detection
techniques, in order to develop agents to imple-
ment them. Furthermore, the addition of learning
capabilities to all level of agents would give the
IDS better possibilities of adaptability to changes.
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Abstract-We deal with a risk management model applied to 

internet banking. By performing a survey about attacks 
performed against financial institutions in Brazil, we identified 
the main risks of internet banking. The conclusions identified 
critical environments, the behavior of the hackers, the most 
significant vulnerabilities and the best way to manage the 
correspondent risks.  

 

I. INTRODUCTION 

Risk management reduces the exposure of a project or a 
process by means of identifying the main threats and 
vulnerabilities, qualifying for adopting measures directed to 
control and to minimize undesired events. 

In this paper we explore a model for risk management, 
including the steps of identification, analysis, planning, 
monitoring and communication. The whole process is 
understood as a continuous cycle, where each step provides 
information to the next one and receives new information from 
the previous one. 

Our main contribution consists in determining the main 
threats and the types of the most frequent internet attacks 
against the financial institutions in Brazil. We have carried out 
researches to identify the more critical environments, as well as 
the more significant threats and vulnerabilities.  

By analyzing these data, based on series of 04 years, and 
comparing the number and types of attacks with new security 
solutions proposed in the period, we could find certain patterns 
in hacker’s behaviors. 

We also identified the main security measures that are being 
adopted by the financial institutions in Brazil in order to reduce 
the success probability of attackers. 

A risk management model can greatly improve the 
efficiency of security management in these institutions, as they 
can map the events of risk and evaluate them. It makes possible 
to rate the risks according to their level of criticality. The best 
strategy to apply effective management is to concentrate in 
managing the most critical risks, i.e., those that may 
significantly threaten the accomplishment of established 
objectives. 

Statistics of the last two years have shown a growth of 
around 50% in the using of internet banking in Brazil [10]. 
Other countries of Europe and North America also have 
registered considerable increase in the number of electronic 
bank transactions [5]. However, the lack of security perceived 

by the users has continuously been pointed out as a strong 
inhibiting factor for reaching even grater rates [5].  Therefore, 
good management of risks inherent in Internet banking is a key 
point towards for more competitive, secure and lucrative 
financial institutions. 

 

II. RISK MANAGEMENT IN THE INTERNET BANKING 
ENVIRONMENT 

The risk identification stage starts with knowing the current 
process, establishing its objectives, and interacting with the 
internal and external environments where the process is 
inserted. E-banking aims at providing clients with banking 
services, products and information through the Internet. 

To accomplish this objective it is fundamental that banks 
may be able to identify their clients in a positive way, so that 
financial institutions can offer the correct site to allow and 
assist users in realizing their transactions, besides ensuring 
protection to the clients’ information. 

A.  Risks Identification 
The very first step in risk management is to know the whole 

environment where internet banking transactions take place. 
Actually, three complementary environments can be 

identified: the user environment, that embodies the transaction 
flow from the client’s computer to the tcp/ip package prepared 
to be sent to the destiny; the internet environment itself, that 
comprises since the reception of the tcp/ip package from the 
source until the delivery to the destiny throughout the 
worldwide network; and, finally, the financial institution 
environment, where the package is received and the 
transactions are processed. We have carried out a research 
about the Brazilian bank’s approaches regarding attacks in the 
users’ environment (first environment) and in the financial 
institutions (third environment).  

Once the environments have been very well known and the 
objectives have been established, risk identification stage 
proceeds with the mapping of possible threats that may 
jeopardize business success. 

B. Operational Risks 
Operational risk can be considered the risk of losses 

resulting from: internal or external frauds; inadequacy or 
failures in internal processes, individuals and systems; and 
natural events (catastrophes, etc.). 
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In this area, the main threats for banks concern information 
security. In other words, they encompass aspects of 
confidentiality, availability and integrity of information. 
Among others, the following concerns represent serious 
threats: destruction/damage of information or other resources; 
unauthorized modification; theft, removal or loss of 
information; server interruption; and disclosure of information 
to non-authorized individuals. 

One common type of attack involves sweeping information 
about a computer network or about a user’s computer.  It is 
known as ‘passive threat’. The hackers search information 
about data of users or about a network configuration - made 
available by the banks to provide information or to realize 
transactions - that may be used in a real attack to a system or a 
set of systems.  They do not provoke any modification in the 
system’s information or in its operation way.   

One example of attack against banks’ servers is the network 
analysis. The hacker makes a systematical and methodical 
approach, known as ‘foot printing’, to become familiar with 
the security structure of the network.  During this exploration 
stage, information about network addresses, gateway and 
firewall localizations are obtained, and it is also carried out an 
analysis of the traffic in the most common port numbers in 
order to detect information or services being executed in the 
system.  The analysis of the information collected allows 
identifying vulnerabilities to be explored afterwards.  

On the client’s side, such kind of attack may result in 
leakage of personal bank information that will make it possible 
to the hacker to execute fraudulent transactions.  It is relevant 
to notice that the hackers generally are not interested in 
changing or destroying any information. For them it is 
extremely important to keep themselves “invisible” during the 
attack, since this situation will increase their chances of 
success as well as the use of the data obtained.  

 With possession of the bank data, obtained by those 
techniques, the hacker comes to a position of performing 
transactions “on behalf of” the real client. 

We monitored, from May 1, 2006 to May 31, 2006 the 
trojans sent to the bank clients in Brazil. The results are 
showed in the Table I. The numbers represent the daily 
quantity of malicious codes sent to clients. 

The figures do not necessarily quantify new trojans. 
Sometimes, the same malicious code is sent masked into 
different phishing messages, like: 

• “you are being betrayed, click here to see the 
photos”;  

• “your elector’s card has been cancelled, click here 
for information”. 

The trojans behind those “clicks” are usually aimed at 
collecting bank information and/or to lead the user to execute 
actions that will disclose his or her personal data by sending 
them to the hacker. Unfortunately the Internet passes an 
illusion of security, maybe justified by the individual 
interaction between the man and the machine. Not knowing the 
technology ‘behind” this environment, the naive user imagines 

he or she is the only one who can access the information 
passed through the computer. The user relies on the message 
received and eventually yields to the presented request. Attacks 
by trojans are the greatest threats to the customer environment. 

 

TABLE I 
QUANTITY OF TROJANS SENT TO BANK CLIENTS 

1/5/2006 178 17/5/2006 115 

2/5/2006 419 18/5/2006 133 

3/5/2006 163 19/5/2006 86 

4/5/2006 81 20/5/2006 97 

5/5/2006 85 21/5/2006 20 

6/5/2006 23 22/5/2006 61 

7/5/2006 8 23/5/2006 149 

8/5/2006 96 24/5/2006 65 

9/5/2006 24 25/5/2006 200 

10/5/2006 144 26/5/2006 129 

11/5/2006 137 27/5/2006 95 

12/5/2006 157 28/5/2006 51 

13/5/2006 2 29/5/2006 195 

14/5/2006 38 30/5/2006 56 

15/5/2006 190 31/5/2006 98 

16/5/2006 139 Total 3434 

 
Table II shows the result of the monitoring carried out from 

May 5, 2006 to June 5, 2006, when we plotted the attacks 
against banks settled in Brazil. In all the cases the patches for 
the vulnerabilities explored were available in the sites of the 
software firms. The weakness is marked by the lack of 
installation of the patches provided, what should be done by 
system managers. 

If, on one hand, the users are usually not aware of the threats 
in the internet environment, on the other hand there are system 
managers which do not have enough knowledge to ensure that 
a web site is safely ruled.  

In addition to the type of attack mentioned above, we 
highlight three others: “transaction poisoning”, internal attacks 
and attacks by “social engineering”.  

The poisoning attack is aimed at capturing and modifying 
the original message without the user’s perception and 
bypassing the financial institution security system.  Such kind 
of attack is technically known as “man-in-the-middle” or, more 
recently, “man-in-the-browser”. 

The problem in such type of attack is that the trojan acts 
after the regular authentication of the user by the bank, 
misleading the security walls installed to ensure user’s 
authenticity. For the bank, the transaction is authentic. 

In the same way internal attacks represents exactly high 
risks, because the hacker operates inside the institution.  Either 
temporary staff or regular employees have already overcome 
many of the barriers placed against external hackers, thus 
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increasing the risk of non-authorized access to critical 
environments or systems. 

 

TABLE II 
QUANTITY OF TROJANS SENT TO BANK CLIENTS 

 
Identification of the attack Ocurrences % 

Synflood 1.758.020 25,90 
HTTP_Cross_Site_Scripting 714.457 10,52 
IP_Unknown_Protocol 534.306 7,87 
Stream_DoS 469.548 6,92 
BGP_Route_Unreachable 449.138 6.62 
DNS_Query_All 274.311 4,04 
TCP_Port_Scan 223.576 3,29 
HTTP_IIS_Unicode_Wide_En-
coding 

150.952 2,22 

RealSecure_Kill 140.230 2,07 
Email_Outlook_URL_Spoof 131.296 1,93 
Other 1.942.847 28,62 
Total 6.788.681 100,00 

 
In this type of attack the “confidence” factor is largely 

explored by users with malicious intention.  In considering 
reliable their colleagues, the managers many times focus their 
attention to attacks coming from outside of the institution.  
Therefore, the internal environment gets weaker in respect to 
security measures, that should have be implemented to protect 
systems, processes and stored information. 

The social engineering attack deserves to be highlighted.  It 
certainly is the greatest challenge to financial institutions, since 
it deals with internet banking user’s personal behaviors. The 
non-familiarity of individuals regarding the use of worldwide 
computers network is a highly explored vulnerability.  

In Brazil, financial institutions stand out for their massive 
investment in technology. Security - particularly information 
protection - is amongst the major concerns of managers.   

All over the years many security measures have been 
implemented, which include solutions in areas such as user 
authentication, systems and data protection, and security to 
users environment. Users’ environment has precisely been the 
largest apprehension of bank executives lately.  

The security measures implemented by the financial 
institutions in e-banking environments have been providing a 
comfortable protection level against invasions. As a result, 
hackers have directed their attacks to the “weakest link of the 
chain”. In the research we have observed that hacker action is 
more concentrated in “social engineering” than in 
technological methods to gain access to the systems and to the 
user’s information. Using an efficient persuasion process, 
hackers mislead the users into providing or disclosing their 
banking data. 

We could also identify a large number of attacks with trojans 
hidden in links supposedly related to contest applications, 
credit card promotions, debt notices, caricatures, denounces of 
conjugal infidelity, etc. These attacks are directly related to the 
data showed in table I. 

Unfortunately hackers have a great range of appealing 
subjects to explore. The more banks implement stronger 
security solutions, the more criminals create new forms of 
social engineering. Let’s analyze two cases of great national 
banks in Brazil. 

Banco do Brasil has implemented a security solution that 
consists of registering its client’s computers. When adhering to 
the solution, banking transactions that involve funds only can 
be made from the computers previously registered by the 
client.  

One of the social engineering attack created to bypass this 
solution consists of sending an email to the customer, 
(supposedly sent by the bank), requesting the registry of a new 
computer - the correspondent code is attached to the message - 
under the promise of some reward. By doing so, the customer 
“legitimates” the hacker’s machine into the system, and give to 
the fraudster full access to his/her banking data. 

In its turn, Banco Bradesco has implemented a solution 
which generates dynamic passwords, which are supposed to be 
used by clients to confirm critical transactions. Bradesco’s 
clients receive a card that contains 70 dynamic passwords of 
three digits each. Besides the traditional password, the dynamic 
one is requested to be typed in order to authorize the 
transaction. For this particular case, the social engineering 
attack consists of requesting to the customer - also by email 
supposedly sent by the bank - to inform all the 70 passwords 
received from the bank.  

C.  Legal Risk 
It is the risk related to non-compliance with law and other 

regulations. The potential impact to the organization consists 
of penalties that may be imposed by the regulators. In some 
countries, regulators may even revoke the license given to the 
company to operate in their country. 

D. Image Risk 
It is the risk connected with a public negative opinion about 

the company due to involvement of the corporation in illegal 
operations, in damage to the environment, in serious system 
failure, in scandals, bad news about its financial health, etc. 

The image risk is usually linked to the materialization of 
operational or legal risk, reflecting directly in the business 
results, either by loss of clients or a decrease in its operations.  
Moreover, besides the financial losses provoked by the impact 
of the other risks, the organization ends up with its reputation 
“scratched”. 
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By offering internet banking services to their clients, 
financial institutions increase their image risk exposure. Every 
time a bank makes available a different channel for either 
communicating or dealing with its clients, specific measures to 
manage the inherent risks are required. 

E. Analysis and Planning to Manage Risks 
Once identified and collected all the information from the 

activity monitoring (company and client environments) as well 
as the risks that the institutions is exposed, it is time to proceed 
a risk analysis and to plan the actions to deal with each threat 
adequately. 

By analyzing the researched data we could verify that 
hackers have been posing serious threats do the user security, 
through passive monitoring. The number and diversity of 
trojans sent to bank clients to obtain their critical personal data 
has been increasing continually. 

It is important to emphasize that, although the monitoring 
attack is passive, it represents high risk since it allows hackers 
to collect users banking data and, later on, to perform 
fraudulent transactions by authentication spoofing.  

According to the figures in Table I we can observe an 
average of 111 daily occurrences of trojans being sent to bank 
clients.  Despite of the difference between the instances, all of 
them share the same objective: obtaining user data.  Regarding 
this particular type of attack, we could say, in short, that the 
great number of different “traps” is one of the main factors that 
increases hackers’ likelihood of success. 

 The situation raises even more worry when we add to that 
the little awareness of internet users.  Many of the users are 
completely unaware of the inherent risks in a virtual 
environment. Besides that, delays in updating systems and 
networks, as well as the poor qualification of some 
system/security managers also contributes to increasing risks. 

F. Hackers Behavior 
Along the research about attacks against financial 

institutions, we have performed a research about hackers’ 
behavior regarding the preferred modus operandi in their 
attacks. 

We have concluded that hackers always look for the easier 
way to proceed their attack.  For instance, we did not find real 
evidences of direct attacks against cryptosystems.  That kind of 
attack requires more time, good level of knowledge and a 
reasonable money investment.  Hackers always look for the 
simplest way to achieve their objectives. We have noticed that 
immediately after a bank implements a security solution, the 
attack to that particular bank decreases in terms of number, 
revealing an “escape” of the hackers to other banks whose 
security level is possibly weaker. 

A research published by the Gartner Group [3] reproduces 
the abovementioned. In figure 1 we can observe the attack 
evolution during the last four years. All the types of attack 
showed in the chart act in the client’s environment, i.e., in the 
weakest link of the security chain. 

Still based on Gartner Group we can verify, in figure 2, that 
whenever the bank adopts additional security measures, the 
incidence of occurrences decreases immediately, and resumes 
increasing when the hackers either change their strategy or find 
out some other vulnerability. 

 

 
This variation also can be observed in figure 3. At this time 

the graphic was produced from our research about the attacks 
against the financial institutions in Brazil, during the last four 
years. 

Security solutions built by the banks in the past as virtual 
keyboard, hidden click, transaction limits, active monitoring, 
clients and computers pre-registering, amongst others, had 
reflected in immediate reduction of attacks. 

This fact is demonstrated by the visible variations shown in 
the chart of figures 2 and 3. Each fall off in losses is usually 
associated with security measures implemented by the 
financial institution. It does not mean that attacks had ceased. 
They probably had only been directed to other banks. 
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Fig. 1.  Electronic Fraud Trends. Gartner Group [3]. 
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Fig. 2.  Variation in number of incidents along the last 03 years versus HSBC 

internal security measures. 
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Besides that, not all the customers adopt the security 
measures offered by the institutions, making it possible that 
attackers keep on having success. 

If we join the figures 1, 2 and 3, as showed in the table III, 
we can identify the threats and the measures adopted by banks. 
We can also perceive the delay from detecting the threat and 
adopt some security measure. This delay could be explained by 
some problem in the risk management process. Some steps can 
not be executed appropriately. 

TABLE III 
QUANTITY OF TROJANS SENT TO BANK CLIENTS 

 
Threat  detection Security measure Implementation 

Keylogger 2001-2002 Virtual keyboard 2003 
Screen Capture 2002-2003 Browser defense 2004 
Fake web site 2003-2004 Monitoring 2004 

Trojan 2004-2005 Monitoring 2005 
Man in the 

middle 
2005-2006 Cryptography 2006 

 

G. Security Measures 
In order to guarantee authentication of its customers, banks 

have been adopting many security solutions in addition to the 
traditional password. Virtual keyboards (keyboards that appear 
on the computer screen and are stroked by clicking on the 
mouse), browser defense, dynamic passwords, registering of 
computers, biometry and digital certification are examples of 
actions taken by the banks. 

Among all the solutions, it has been currently standing out a 
technique known as “continuous authentication”.  It is more 
efficient comparing to the “only-in-the-beginning 
authentication”, because it difficult attacks of the types “man-
in-the-middle” and “man-in-the-browser”. These kind of 
attacks basically take advantage of the single authentication 
(only in the beginning), since the trojan “poisons” the 
transactions completed after the authentication. 

Following the line of reasoning made explicit in the analysis 
of aggressors’ behavior, it is reasonable to foresee that banks 
must invest in strong authentication methods as an additional 
security layer. 

In this direction, some Brazilian banks like Banco do Brasil 
already offer digital certification to their customers, in addition 

to other measures already implemented as: password, virtual 
keyboard and browser defense. 

Digital certification provides an advanced level of security, 
once the solution uses a combination between a private key of 
the customer’s certificate and a public key. In the 
authentication process, even the bank cannot access the 
customer’s private cryptography key, which is stored only in 
the chip of a smart card or token. 

There is an additional advantage in using certificates stored 
onto smart cards. A unique card is sufficient to authenticate an 
individual in several different institutions (banks and others). 

We present in table IV some security measures, describing 
the main advantages and disadvantages. 

TABLE IV 
ADVANTAGES AND DISADVANTAGES OF SOME SECURITY SOLUTIONS  

 
Measures Advantages Disadvantages 

Password Easy use and 
comprehension 

Phishing scan and 
keylogger attacks. 

Cognitive Password Easy use and 
comprehension 

Social engineering, 
phishing scan and 
keylogger attacks. 

Virtual Keyboard Protection against 
keylogger 

Mouselogger and 
screenlogger attacks 

Dynamic Password Low cost Social engineering 
attack, storing and 
transportation 
problems; 

Grid Cards Low cost and easy use 
and comprehension 

Social engineering 
attack, storing and 
transportation 
problems; 

Tokens High security High costs, mobility; 

Identification of 
devices 

High security Social engineering 
attack, mobility; 

Transaction anomaly 
detection 

No applications needed 
in the client computer 

False/Positive ratio. Do 
not assure the user 
authentication. 

Biometry High security High costs, mobility, 
intrusive technique. 

 
Combining security measures is a best practice of securing 

online service, such internet banking. This is what we 
want to say about “strong authentication method” as an 
additional security layer. 

 

III.  CONCLUSIONS 

Managing risks is managing uncertainties. The model 
initially presented in this paper proposed a continuous cycle of 
risk management. Summary, the central point of the model is 
the importance of performing a careful risk identification, in 
order to rate and rank all the threats according to their 
relevance, thus optimizing resource allocation. 

By following the proposed steps it is possible to reduce the 
time between the identification of a threat and the adoption of a 
security measure.  

Evolution of Attacks against Banks in Brazil
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Fig. 3.  Variation in number of incidents along the last 03 years versus banks 

in Brazil internal security measures. 
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Some financial institutions, in Brazil, perform a joint action 
of monitoring, analysis and reporting of hostile events 
detected. 

The figure 6 shows a monitoring process. As soon as a 
malicious event is detected, it’s possible to implement adjusts 
in security devices or in the business rules, reducing the 
number of successful attacks. 

By adopting a risk management model, the institutions can 
reduce the number of frauds and financial losses. Something 
much appreciated by stakeholders. 

Moreover, it reduces the risk of image and raises the 
satisfaction of the clients with the security provided by the 
institution.  

Looking at the figure 7, we can see that the gap between the 
detection of an event and the adoption of some security 
measure has decreased during the last four years. As 
consequence the financial losses are reduced too.  This is the 
result of the adoption of a risk management process, by the 
banks in Brasil. The graphic is the result of our searches and 
analyses over information collected during four years. By 
reducing the “∆T” it’s possible to minimize the financial losses 
“∆$”. 

 

  The results of our researches pointed out the personal 
environment of clients as the most critical environment and, 

naturally, the favorite of hackers to attack internet banking 
services. The most common type of attack is social engineering 
that is highly effective.  This threat represents the greatest 
challenge to the banks since it deals with individuals’ behavior. 
Bank clients have been proving to be ingenuous, thus 
facilitating the disclosure of their personal and banking data. 

Regarding hackers’ behavior it has been evidenced that they 
always look for the easier way to proceed to their attacks. 
Every time a bank implements a security solution, the number 
of attacks against that specific bank decreases and attackers 
tend to direct their action to other institutions which have not 
implemented similar measure yet.  

Concerning the banks’ environment, we could conclude that 
the attacks were well-known, but despite of patches to treat the 
vulnerabilities were available in the software firm’s websites, 
in most of the cases the systems had not been updated by the 
system/security manager. 

Internet banking has provided facility and comfort to bank 
clients and definitely have brought new opportunities of 
business for the banks, incrementing their profitability. Frauds 
and information theft have always existed, even before the 
arising of the virtual environment 

In the virtual world, aggressors are able to reach much more 
people than they would by approaching physically the clients 
inside a bank agency. Trojans are launched “in the space” in 
large loads and in a wide variety of ways, either to 
infect/damage personal computers or simple to obtain banking 
data hence increasing the chances for attack success. 

What is difficult to the banks is to make clear to all their 
internet banking clients that although banks are working hard 
to improve security solutions, it is essential that users do their 
job, to help protecting their money and to avoid distress. To be 
acquainted and aware of the internet environment risks and 
also to adopt basic security measures may certainly contribute 
to reduce the number of frauds. 
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Abstract— Participants authentication and crucial 
information privacy are often required in electronic transactions. 
Public-Key Infrastructures (PKIs) are, generally, essential for 
providing them these security services in open networks like 
Internet. This paper proposes a new trust model for reasoning 
about PKI and compares it to some existing ones. This model 
reasons in a global way about certificates and entities beliefs with 
regard to public key authenticity and certification authorities 
(CAs) trustworthiness. It takes into account the number of 
intermediates that have participated in an entity belief, the trust 
level in a statement, the application context and other 
parameters. Indeed, there has been too much focus on PKI 
technologies and relatively little on trust in these technologies. 
Particularly, trustworthiness of PKI’s CAs has to be proved and 
not imposed. It is also necessary to permit a trust level evaluation 
of such beliefs which depends on several parameters like policies 
constraints and application context. 

I. INTRODUCTION 

Electronic signature and thereby the public-key 
cryptography are the essential elements in the process of 
authenticating participants in an electronic transaction via 
open networks like Internet. Some of these transactions, as 
those of e- payment, require strong authentication of the 
participants and must use, for that, reliable and easy to use 
electronic signature mechanisms. However, without a global, 
reliable and trustworthy PKI for the keys management and 
publication, these mechanisms will lack to ensure the security 
requirements of such transactions. 

In this paper, we are particularly interested to design a PKI 
trust model that will permit reasoning about trust in PKIs. Our 
model does not enforce any particular initial trust 
relationships between end users also  called end entities (EEs) 
offering the possibilitie of building a large PKI required by 
the applications of e-commerce. However, some initial ‘trust 
relationship’ between end entities and nearest CAs is required. 
The goal is to allow the building of proofs concerning entities 
public key authenticity and trustworthiness on the basis of 
certificates and statements about entities initial beliefs with 
regard to CAs public key authenticity and CAs 
trustworthiness. Such proofs have to consider the number of 
intermediates that have participated in an entity belief, the 
trust level in a statement and other important parameters. 

We have already presented in [3] a predicate calculus logic 
for reasoning about PKI trust model.   

This paper is a continuity of this work with the main 
contribution that attributes certificates and application context 
are also considered and trust aggregation is tacked into 
account, in addition of trust propagation. 

The major difference of this paper with related work is 
discussed in Section 4.  In Sections 2 and 3 we describe briefly 
some Trust and PKI background and in Section 5, we present 
the proposed PKI trust model. We conclude in Section 6.    

II. TRUST BACKGROUND  

A.  Trust definitions 

‘Trust’ and ‘Trustworthiness’ can seem to be well 
understood, but, in reality there is no agreeing on what they 
mean, how to measure them and how to reason about them. 
Even in the context of security, we find number of definitions. 
We present here some ones of them: 

Definition 1[12]: Trust is a directional relationship between 
two parties that can be called ‘Truster” and “Trustee”. The 
truster must be a “thinking entity” whereas the trustee can be 
anything (persons, systems, abstract notions…). 

Definition 2[7]: Trust is the expectation that a service will 
be provided or a commitment will be fulfilled. 

Definition 3[18]: Trust is the firm belief in the competence 
of an entity to act dependably, reliably and securely within a 
specific context. 

In our paper, we adopt the following combined definition: 
Trust is a relation that permits to a Truster to believe that a 
Trustee will do a certain ‘positive’ effort to act as the truster 
expects within a specific context and under some constraints.  
The trust level can then be expressed as being an estimation 
of the degree of this effort. Generally, the trust level can be 
improved, if the truster disposes of more favourable and 
trustworthy opinions about the trustee, via trust aggregation. 

B.  Trust propagation 

Trust propagation is essentially due to the transitive nature 
of trust. However, this transitivity must be limited to the same 
context and submitted to some constraints. Indeed, as we have 
seen, trust itself is never defined in absolute terms. Rather, it 
is limited only to some context (or scope) and restricted by 
certain constraints. In PKI context, trust in a CA can be 
limited to particular domain or to one kind of application and 
so on. 

III.  PKI BACKGROUND 

A simple definition of a PKI may be: “A set of entities that 
communicate with protocols and provide services for 
managing the public-keys and their certificates.” Generally, the 
role of a PKI is to provide the necessary mechanisms to 
establish trust relationships between end entities and offer 
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them security services such as integrity, authentication and 
non-repudiation. 

A.  Certificate  

A Certificate is used to prove the authenticity of the binding 
between a public-key and some information concerning its 
owner. Thus, a trustworthy CA must sign it. At a minimum, a 
certificate must contain the issuer CA identifier, the subject (key 
holder) identifier and/or other attributes, its public-key and the 
expiration date. A certificate user (often called, relying party) 
must trust the issuer CA and must know with certainty its 
public-key in order to verify the certificate signature. Otherwise, 
he can use another certificate of this key issued by a second CA 
and so on. In this case, we talk about certification path validation. 

The X.509 certificate format is the most widely adopted 
format in the PKIs. The 3rd version [8] is more flexible than the 
precedents by the use of the extensions field that can convey 
information about the certificate policy and the key usage.  

There are, essentially, two types of certificate: identity 
certificate and attribute certificate. According to X.509 
specifications [4], an attribute is defined as "information that 
describes the qualifications and authorities granted to the 
target entity". Attributes can include identity, group membership, 
role, clearance level, domain-specific properties, etc.  

B.  Certificate Policy 

According to X.509, a certificate policy is “a named set of 
rules that indicates the applicability of a certificate to a 
particular community and/or class of applications with 
common security requirements”[22]. Its role is to help a 
relying party in deciding whether a certificate and the binding 
therein are sufficiently trustworthy for a particular application 
[1]. Thus, it is important to enable each entity to be aware of the 
certificate policies governing any certificate it may encounter.  

C.  Entities relationships 

In a PKI, the main entities are the CAs; the others are 
generally end entities(EEs) that use the PKI services. The 
trust relations among PKI entities are based on preliminary 
relations between them that are of two sorts: existing trust 
relations and necessary relations to a PKI “adhesion”. The 
first relations include, for example, those between a bank and 
its account holders, between a government and its citizens and 
so on. The second relations must be established between the 
EEs that want to join a PKI and at least one of its CAs. This is 
the case of a person who wants to obtain his first certificate; 
he can be gated in certain PKIs to present himself to the issuer 
CA with his identifying papers. Generally, the degree and the 
kind of the previous relations depend on the certificate policies 
of PKI’s CAs. So, it appears that preliminary trust relations are 
the starting point in building new ones based on public key 
technology. 

D.  PKI trust model architecture 

PKI trust model is the organization of CAs that provides a 
security service user with confidence in using that service [2]. 
A PKI includes several CAs linked by certification paths 
considered as trust paths. There exist different PKI trust 

model architectures: the CAs may be arranged in distributed 
manner, hierarchically or in hybrid architecture. PKI trust 
models are generally represented as directed graphs in which 
the nodes correspond to entities and the edges represent the 
certificates and implicitly trust relationships. 

IV.  RELATED WORK 

There has been considerable work on reasoning about trust 
models [7,13,18] and in a less measure about PKI trust models. 
Lot of them are logic-based as Maurer’s approach [17] that is one 
of the prior works in this area. It proposes a logic-based approach 
to modeling a PKI from a user Alice’s point of view. This 
approach has been readopted in [14] and was the basis of the work 
of [16] which focuses on other issues such as time, revocation, 
delegation, and heterogeneous certificate formats.  

Ref. [17] uses confidence values that concern Alice’s 
statements about public-keys authenticity and entities 
trustworthiness. They are measured on a continuous scale 
between 0 and 1 and are interpreted as probabilities. The use of 
similar continuous measures in the [0,1] interval was adopted in 
others works like in [10, 11] where is question of degree of belief, 
degree of disbelief and degree of uncertainty and in [9] that uses a 
formal concept of weighted credentials that represent evidences in 
providing authenticity and trustworthiness relatively to a given 
credential network. All these approaches require that users (of the 
model) determine the numerical trust measures that are needed as 
input. For example, in [11] there is the base rate value that 
determines the a priori trust that would be put in any member of 
the concerned community and in [18] there is a value called k that 
determines the rate of change of trust with time and it is assigned 
by the truster based on its perception about the change. 

Furthermore, the majority of this kind of approaches requires 
user-defined thresholds in order to interpret their outputs as in [6, 9]. 

All logic-based trust model approaches, build a trust model 
which allows a derivation of new trust relations from initial 
(or direct) ones essentially on the basis of the trust transitivity. 
To limit the use of this principle, some works use the previously 
discussed notion of trust scope or context as in [11, 18]. 

In our model, we consider a trust model from a global view 
taking into account the model architecture. We also take into 
account other parameters and constraints that may influence 
each entity’s belief. Our motivation is to give PKI designers a 
formalism which can be used to reason about a PKI in a 
global way. 

Furthermore, we don’t recommend the use of continuous trust 
measures which make it difficult to understand the meaning of 
statements concerning an entity belief. We rather recommend the 
use of discrete trust levels and more meaningful parameters, such 
as constraints concerning certificate policies, application context 
and certification path length, to limit the trust in a statement. 

 This is also the opinion of the authors of [19] which say that 
“The output of the metric should be intuitive” in the sense that it 
should be possible to the average user to understand what the 
output means. However, our approach can deal with continuous 
trust measures if the application context requires their use. It 
suffices that the trust aggregation function be adapted to this kind 
of measures.  
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Finally, in the proposed trust model, users don’t need to 
choice any thresholds values or to assign initial continuous 
trust measures which is very difficult to do in a non- arbitrary 
way. 

V. THE PROPOSED PKI TRUST MODEL  

A.  Introduction 

We describe in this section our new trust model for 
reasoning about PKI. As we have mentioned above, we use a 
logic similar to that used in our previous work [3]. However, 
we handle additional issues like those related to certificate 
attributes, trust aggregation and application context. The 
emphasis of this approach may be summarized as follows: 

- It allows the modeling of the attribute certificates as well 
as identity certificates and the entities beliefs about both 
authenticity binding and entities trustworthiness.   

- Any certificate format can be represented, but we 
recommend the use of formats that can contain useful 
information about the subject. 

- The axioms are intuitive and correspond to the PKI 
foundations. The role of these axioms is to derive more 
conclusions from a set of initial statements. 

- The assumptions are of two kinds:  Assumptions specifics 
to the analyzed trust model where they are generally satisfied 
(For instance, in a hierarchical model, we assume that every 
entity trusts the root CA and knows with certainty its public 
key) and assumptions about certificate validity that are similar 
to those made in [17].  

In fact, we are not concerned with certificate obtaining and 
revocation problems. We suppose here that all the certificates 
are available, valid and not revoked. This assumption, at the 
contrary to what it is mentioned in [16], is not a real restriction 
because, normally, in a ‘well managed’ PKI, there are almost 
always periods of time where it is satisfied at least with regard 
to CA-certificates. We are interested in analyzing a PKI trust 
model in such periods in order to focus on issues like 
certificate policies, application context and their influence on 
entities beliefs.  

In effect, we are not interested in a specific entity’s view at 
a specific time; on the contrary, we think that it is more 
suitable to separate the problem of certificates 
validation/revocation of our problem of analyzing, in a global 
way, a PKI trust model. 

B.  Formalization of PKI’s concepts 

In the following, we will describe the representation of the 
concepts used in our formalization (in Artificial Intelligence 
terminology, our universe of discourse). Some of these 
concepts are used to limit an entity’s belief in a statement 
concerning public keys authenticity or entities trustworthiness. 

1) Entities and Keys : 
As we have said previously, we distinguish between a CA 

and an EE which mustn’t issue certificates. However, we will 
consider only the set E of all entities without any distinction 
between the two kinds, because, as it will be explained below, 

we use the CA-flag attribute for this purpose. K will denote 
the set of all valid public keys. 

2) Constraints :  
The constraints retained in this paper are considered as 

elements of a set Ct of all possible and useful constraints in 
the PKI context. Each constraint is represented with the form: 
‘nc=vc’ where nc represents a constraint name and vc its 
value. 

Examples of useful constraints inspired from X.509 
certificate specifications are: 
� SDN = d, where d is a valid domain name; means that the 

subject domain name is d. 
� CDNs= {…, di,…}, where each di is a valid domain 

name; means that the subject key (respectively, the subject 
entity) can only sign (respectively issue) certificates for EEs 
that pertain to domains listed in CDNs. 
� CA-DNs = {…, di,…}, where each di is a valid domain 

name; means that the subject key (respectively, the subject 
entity) can only sign (respectively issue) certificates for CAs 
that pertain to domains listed in CA-DNs. 
� KU ={…, ui,…}, where ui is a valid key usage (exp: e-

mail signature, messages encryption, certificate signature,...). 
� CPs = {…, pi,…}, where each pi is a valid policy 

identifier; means that the certificate policy that governs the 
trust in the formula in question is an element of CPs. 
� SCPs= {…, pi,…}, where each pi is a valid policy 

identifier; means that the certificate policy respected by the 
‘subject’ of the formula in question is an element of SCPs. 
� TP=v, where v is either ‘yes’ or ‘no’. When v=’no’ this 

means that the formula in question cannot be used to 
propagate a trust relation. 

For the sake of simplicity, if C1 is a subset of C, we note by 
‘C1 … nci, …’, the subset of Const that only contains the 
constraints of the type nci. For example, if C1={SDN=D, 
KU=encryption, CPs={p1,p2}}, then C1SDN, CPs = {SDN=D, 
CPs={p1, p2}}and C1KU={KU=encryption}. 

P(Ct) will denote the set of subsets of Ct.   
3) Attributes : 
The attributes retained in this paper are considered as 

elements of a set Att of all possible, useful and not highly 
dynamic (potentially short-lived) attributes in the PKI context. 
In effect, the use of highly dynamic attributes is in 
contradiction with our assumption concerning the certificates 
(valid and not revoked). 

Each attribute is represented with the form: ‘na=va’ where 
na represents an attribute name and va its value. 

Examples of useful attributes (some ones are inspired from 
X.509 specifications) are : 
� CA-flag = v, where v is either ‘true’ or ‘false’; means that 

the subject is a CA or not. 
� Profession = pr, where pr is a valid profession name; 

means that the subject profession is pr. 
� Member = {…,gi,…},, where each gi is a valid group 

name; means that the subject is member in each group gi. 
� Maximmum_value = mv, where mv  is a valid maximum 

value (for example, between 0 and one million); means that 
the subject is reliable in businesses up to mv $. 
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� Certifications={…,ci,…}, where each ci is a valid 
certification id; means that the subject holds each ci certification. 
� Meaningful-IDs={…,idi,…}, where each idi is a valid 

identity that can be mapped to the subject and that is 
meaningful in some particular context. 

Lets P(Att) denotes the set of all subsets of Att, we define a 
function At from E to P(Att) which associate to each entity 
the set of its attributes. 

4) Application context : 
In our approach, the general context of all statements is the 

‘PKI context’. We introduce the concept of ‘application 
context’ as a more specific context of each statement and this 
is especially helpful to limit trust propagation. 

Lets AC denotes the set of all possible and useful PKI 
Application Contexts. Examples of elements of AC are : 
S/MIME e-mail, IPSEC, SSL/TLS, GSS-API, Payment 
Protocols, etc. P(AC) will denote the set of subsets of AC.   

Note that some attributes are only meaningful in a specific 
application context so that it must be ignored in others 
contexts to minimize liability concerns. 

5) Path length constraint : 
In accordance with X.509, the Path Length Constraint 

indicates “the maximum number of CA certificates that may 
follow this certificate in a certification path”. A value of zero 
indicates that the CA can issue only EE certificates.  

In this paper, we prefer that the value of zero indicates that 
the subject is considered by the statement issuer as an EE and 
mustn’t issue certificates. We use also a value LCmax (as a 
constant that must be assigned with a value before analyzing a 
PKI trust model) as a maximal limit of a certification path 
length. 

Note that a non null path length constraint only makes 
sense if the subject of the statement is a CA which means that 
the CA-flag attribute must be true.  

6) Trust level : 
Lets T denotes the set of possible trust levels associated by 

an entity to a statement. In this paper, we suppose that T is {0, 
1, 2, 3}. The value 0 means that there is no trust, the value 1 
means that the trust is marginal, the value 2 means that the 
trust is medium and the value 3 means that the trust is 
maximal. The choice of four discrete trust levels is inspired 
from PGP’s Web of trust [21] and can be modified if it is 
necessary in a particular context.  

We remind that trust is difficult to quantify and we believe 
that the choice of discrete levels of trust is more suitable for 
PKI context than continuous measures of trust. 

7) Trust aggregation : 
In trust models, trust reasoning is based essentially on trust 

propagation but can also be based on trust aggregation. Trust 
aggregation concentrates on giving an estimated trust level for 
a trustee based on trust levels given by different entities for 
this trustee. 

In our model, we consider a function Ag that has as 
arguments two trust levels and a set of application contexts 
and returns one estimated trust level : 

 
Ag : {0, 1, 2, 3}2 × P(AC) � {0, 1, 2, 3}. 

For example, we can choose that : Ag(Tl1, Tl2, {e-
payment})=min(Tl1,Tl2) , Ag(Tl1,Tl2,{e-mail})= max(Tl1,Tl2). 

Note again that if continuous trust levels are used in a 
specific context, appropriate aggregation function must be 
used. 

C.  Formalization of the Statements 

In our model, statements and their representations (in 
Predicate calculus) are one of the followings forms: 

1) Certificate: Cert(At(X), KX, A, KA, LC, C, Ap, Tl) 
means that there is a certificate signed by KA that claims that 
the CA A authenticates, whit the trust level Tl and in context 
of Ap, the binding between At(X) and the public key KX with 
the path length constraint LC and under the constraints of C. 

If the certificate is an identity certificate then At(X) must 
contain{meaningfulID=X (or other identity of X)}.  

2) Authenticity : Auth(X, At(Y), KY, LC, C, Ap, TL, L) 
means that X believes in the binding between Y’s attributes 
At(Y) and the public key KY that can be used in the context of 
Ap for the verification of certification paths only if their 
length is ≤ LC and under the constraints of C. The trust value 
of this belief is TL and it is made with the support of L CAs. 
L=0 means that X has a direct trust about KY authenticity.  

3) Trust : Trust(X, Y, At(Y), C, Ap, Tl, L) means that X 
believes with the support of L entities that Y is a trustworthy 
entity with At(Y) as attributes in the context of Ap and under 
the constraints of C. The trust value of this belief is Tl. 

4) Absence of conflict : Noconflict(C, Ap) means that there 
is ‘no conflict’ between the constraints of C in the context of 
Ap.  

Noconflict(C, Ap) is false for every context Ap, in the 
cases where one of the followings pairs of elements is in C : 

 
� SDN= d and CDNs= {d1,d2,…}, where d∉CDNs. 
� SDN= d and CA-DNs = {d1,d2,…}, where d ∉ CA-DNs. 
� CPs ={p1, p2,…}and SCPs={p’1, p’2,…} where ∀ i, j : pi≠ p’j. 
� TE= ‘yes’ and TE= ‘no’. 
 
An example where there is conflict between C and Ap is 

when SCPs= {p1, p2,…} is an element of C and the 
applications of Ap are not mentioned in any policy pi in SCPs. 

5) Different : Diff(X, Y) means that X and Y are two 
different entities. 

D.   Axioms  

We admit all logical axioms of predicates calculus. We 
consider also as axioms the following formulas : 

1) Key-authenticity axiom : 
Axiom (A1) expresses the role of a certificate issued by a 

trustworthy CA A (cf. CA-flag=’yes’) to prove the authenticity 
of the binding between the key KY and the certificate subject 
attributes At (Y) by a relying party X. It expresses then the 
basic principle of public key certification. Nonetheless, with 
regards to the use of constraints, application contexts, trust 
levels and intermediates number in the axiom’s formulas, the 
axiom validity is less evident, but remains intuitive since it 
translates the fact that more a certification path progresses 
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more it becomes constraining and implies more 
intermediates(CAs). 

 
∀X, Y, A∈ E, ∀KX, KY, KA ∈K, ∀ C1, C2, C ∈Ct,  ∀Lc, Lc1, 
L1∈[0,LCmax]∩N, ∀L2 ∈[0,Lmax]∩N, ∀Tl, Tl1, Tl2 ∈T  
 
Cert (At(Y), KY, A, KA, Lc, C, Ap, Tl) ̂   
Auth(X, At(A), KA Lc1, C1, Ap1, Tl1, L1) ̂ {CA-flag=’yes’}⊂ At(A) 
^Trust (X, A, At(A), C2, Ap2, Tl2, L2) ̂  Ap∩Ap1∩Ap2 ≠∅ ^ 
(Lc<Lc1)^(L1+1<LCmax)^Noconflict(CSDN,CPs∪ C1CA-DNs,CDNs,SCPs 

∪ C2CA-DNs,CDNs,SCPs, Ap∩Ap1∩Ap2)   
 ⇒⇒⇒⇒  Auth(X, At(Y), KY, Lc, C, Ap∩Ap1∩Ap2, Ag(Tl, 
Ag(Tl1,Tl2, Ap∩Ap1∩Ap2), Ap∩Ap1∩Ap2), L1+1) (A1) 
 
In (A1), the condition  Ap∩Ap1∩Ap2 ≠∅  guaranties that at 
least one application context  concerns  the use of the 
authentic key  KY.  The condition (Lc<Lc1) concerns the 
respect of the certification path length. 
According to (A1), if there are conflicts between the  ‘SDN’ 
and ‘CPs’ constraints of C and the ‘CA-DNs’, ‘CDNs’ and 
‘SCPs’ constraints of C1 and C2, we cannot derive the 
authenticity of KY. 

2) Trust propagation axiom : 
Axiom (A2) concerns the trust propagation that prevents 

that each relying party must trust ‘directly’ all the CAs in a 
certification path. We don’t treat the trust propagation 
between EEs such as in reputation systems. Nonetheless, our 
formalism can be used to express it. 

 
∀X,A1,A2 ∈E, ∀ C1,C2 ∈Ct, ∀ L1,L2 ∈[0,Lmax]∩N, ∀Tl1, Tl2∈T  
 
Trust (X, A1, At(A1), C1, Ap1, Tl1, L1) ^{CA-flag=’yes’}⊂ 
At(A1) ^ Trust (A1, A2, At(A2), C2, Ap2, Tl2, L2) ^ 
Ap1∩Ap2 ≠∅ ^{CA-flag=’yes’} ⊂At(A2) ^ L1+L2+1<Lmax  
^ Diff (X, A2) ^ Noconflict(C1CA-DNs,SCPs,TE ∪ C2SDNs,CPs,TE  

∪{TE=’yes’}, Ap1∩Ap2)  
⇒ Trust (X, A2, At(A2), C2, Ap1∩Ap2, Ag(Tl1,Tl2, 
Ap1∩Ap2), L1+L2+1) (A2) 
 

As you can remark, we use a constant Lmax (in addition of 
LCmax) that must be assigned with a value before analyzing a 
PKI trust model. Lmax is a maximal limit of a trust propagation 
chain.  

In (A2), the conclusion that states that X trusts A2 is less 
‘strong’ than the trust statements in the conditions. For 
example, it concerns only the applications of Ap1∩Ap2 and 
the trust level is Ag(Tl1,Tl2, Ap1∩Ap2) which is always 
inferior (or equal) to Tl1 and/or  Tl2. 

Note also that the use of the condition Diff  (X, A2) 
prevents the derivation of statements that concern the trust 
that an entity can have in itself. 

3) Trust aggregation axiom : 
Axiom (A3) concerns the trust aggregation when an entity 

X via two different paths has established the trustworthiness 
of a CA A. The resulting belief encloses the two application 
contexts Ap1 and Ap2 under constraints of both C1 and C2 

and can be seen as derived via a ‘virtual’ path of (L1+L2) div 
2 as length. However, the resulting trust concern only the 
intersection of the sets of attributes At(A) and At’(A). 

 
∀X, A ∈E, ∀ C1, C2 ∈Ct,  ∀ L1, L2 ∈[0,Lmax]∩N, ∀Tl1, Tl2 ∈T  
 
Trust (X, A, At(A), C1, Ap1, Tl1, L1) ^ Trust (X, A, At’(A), 
C2, Ap2, Tl2, L2) ^{CA-flag=’yes’}⊂ At(A)∩At’(A) ^ 
(L1+L2)div 2<Lmax  ^Noconflict(C1∪C2, Ap1∪Ap2)  
⇒ Trust (X, A, At(A) ∩At’(A), C1∪C2, Ap1∪Ap2, 
Ag(Tl1,Tl2,  Ap1∪Ap2), (L1+L2) div 2) (A3) 
 
In (A3), when the two statements about the trustworthiness of 
A concern different sets of attributes, the resulting statement 
concerns only the intersection of the two sets. 

4) Certification axioms : 
Axiom (A4-1) states that a –good- CA, before issuing a 

certificate, must be sure (with a certain trust level Tl) that the 
key belongs to the subject and that he holds the corresponding 
attributes. A CA must specify the constraints and the 
application context related to the use of this certificate and its 
key.  
 
∀X, A ∈E, ∀ KX, KY, KA ∈K , ∀C ∈Ct,  ∀LC ∈[0,LCmax]∩N, 
∀Tl ∈T  
Cert(At(X), KX, A, KA, LC, C, Ap, Tl)   
⇒⇒⇒⇒  Auth (A, At(X), KX, LC, C, Ap, TL, 0) (A4-1) 
 

Axiom (A4-2) concerns the case where the subject is another 
CA (CA-flag=’yes’) and asserts that the issuer must be sure of 
the subject trustworthiness and its capability to act as a CA with 
regard to some application context and under some constraints. 
 
∀X, A ∈E, ∀KX, KY, KA ∈K, ∀C ∈Ct,  ∀ LC ∈[0,LCmax]∩N, 
∀Tl ∈ T  
Cert(At(X), KX, A, KA, LC, C, Ap, Tl) ^ (0<LC) ^ {CA-
flag=’yes’}⊂ At(X)  
⇒⇒⇒⇒ Trust (A, X, At(X), C, Tl, ,Ap, 0) (A4-2) 
 

E.  Analyzing a simple PKI trust model 

The analysis of a PKI trust model based on our approach 
consists of two phases: 

- Expression of all the certificates and the hypothesis of the 
model with the logic formulas. Our initial global view is the 
set ∆ containing these formulas, our axioms, all valid 
formulas (as 1<2) and all valid ‘No-conflict’ formulas. 

- Application of a direct resolution method to these 
formulas that stops when no new formulas can be derived or a 
resolution by refutation in order to know whether some 
interesting formulas are satisfied and under which conditions. 

As it is well known in predicate calculus logic, both the 
direct resolution and the refutation are sound. Furthermore, 
the refutation is complete, if all the formulas are Horn clauses 
which is the case of the formulas of ∆. 

Lets consider the simple PKI trust model of Fig.1 that 
consists only of two CAs (A1 and A2) and two EEs (X and Y).  
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Fig.1. A simple PKI Trust Model 

 
The CAs A1 and A2 pertain to different domains D1 and 

D2 and they have performed a cross-certification. The user X 
has a certificate issued by A1 and also pertains to D1. The 
user Y has a certificate issued by A2 and pertains to D2. 

1) Representing the certificates : 
The certificate c1 (resp. c2) signed by KA1(resp. KA2) and 

issued by A1 (resp. A2) to attest its belief about the 
authenticity of the binding between the X’s attributes (resp. 
Y’s attributes)) and the key KX (resp. KY) for signature 
purposes (resp. for encryption). This issuance was made with 
respect of the certificate policy p1 (resp.p2) : 

 
Cert({meaningful-ID=X}, KX, A1, KA1, 0,{KU=signature, 
SDN=D1, CPs=p1}, {email},2)  (c1) 
Cert({member=G1}, KY, A2, KA2, 0, {KU=encryption, 
SDN=D2, CPs=p2}, {email}, 2)  (c2) 

 
The certificate c3 (resp. c4) signed by KA1(resp. KA2) and 

issued by A1 (resp. A2) to attest its belief about the 
authenticity of the binding between the A2’s attributes (resp. 
A1’s attributes)) and the key KA2 (resp. KA1) : 

 
Cert({meaningful-ID=A2, CA-flag=yes}, KA2, A1, KA1, 1, {KU= 
certification, CDNs=D2, SDN=D2, SCPs=p2, CPs=p1}, {email,, 
VPN}, 3) (c3) 
Cert({meaningful-ID=A1, CA-flag=yes}, KA1, A2, KA2, 1, {KU= 
certification, CDNs=D1, SDN=D1, SCPs=p1, CPs=p2}, {email }, 3) (c4) 
 
2) Representing the hypothesis : 

The hypothesis concern trivial statements about the trust 
relationships between the EEs and the CAs they choose to 
obtain certificates and the fact that they are also sure about the 
authenticity of the keys of these CAs. 

According to CA-DNs and CDNs values, in this example, X 
(resp. Y) trusts A1 (resp. A2) for issuing certificates to EEs in the 
domain D1 (resp. D2) and to CAs in the domain D2 (resp. D1) : 

 
Trust (X, A1, {meaningful-ID=A1, CA-flag=yes}, {CA-
DNs= D2,CDNs=D1,SCPs=p1}, {email, VPN}, 3, 0) (t1) 
Trust (Y, A2, {meaningful-ID=A2, CA-flag=yes}, {CA-
DNs=D1,CDNs=D2, SCPs=p2},{email, VPN},  3 , 0) (t2) 
 

X believes that the binding between A1’s attributes and KA1 
is authentic and so does Y with regard to A2’s attributes : 

 
Auth(X, {meaningful-ID=A1, CA-flag=yes}, KA1, 2, {CA-
DNs=D2,CDNs=D1,SCPs=p1}, {email, VPN}, 3, 0) (a1) 
Auth(Y, {meaningful-ID=A1, CA-flag=yes}, KA2, 2, {CA-
DNs=D1,CDNs=D2,SCPs=p2}, {email, VPN}, 3, 0) (a2) 

3) Application of the resolution method : 
First, we must choose two values for the constants Lmax et 

Clmax. Lets 3 be the value of these two constants which is 
suitable for the size of the model of our example. The set ∆ of 
our initial formulas include the formulas (c1), (c2), (c3),(c4), 
(t1), (t2), (a1) and (a2). 

In this example, we will apply two refutations to the clausal 
form of the set ∆, in order to try to prove that useful formulas 
as Auth (X, At(Y), KY, Lc req, Creq, Apreq, Tlreq, Lreq) and 
Auth (Y, At(X), KX, Lc req, Creq, Apreq, Tlreq, Lreq) are logical 
consequences of ∆. The formulas/goals we have chosen 
contain both constants and variables in order to find the 
binding of these variables. 

 
Given space constraints, the details for these two refutations 

are omitted. The results are (under some conditions): 
 

∆∆∆∆ |= Auth(X, {member=G1}, KY, 0, {KU=encryption, 
SDN=D2, CPs=p2}, {email}, 2, 2)  (RA1)  
 
∆∆∆∆ |= Auth(Y, {meaningful-ID=X}, KX, 0, {KU= signature, 
SDN=D1, CPs=p1},{email} , 2, 2) (RA2) 
 

The constraints therein a formula are very important, for 
example, note that (RA1) and (RA2) cannot be derived if there is 
conflict between the policies p1 and p2 or between them and the 
e-mail application context or if in (a1) we have CA-DNs = D3 
instead of CA-DNs=D2, the formula Noconflict({CA-DNs=D3, 
SCPs={p2}}∪{SDN= D2, CPs={p2}}∪{TE=yes})  will be 
false (there is a conflict between CA-DNs=D3 and SDN=D2) 
and then we will be unable to derive the formula Trust(X, A2, 
{KU=certification, CDNs=D2, SDN=D2, SCPs={p2},CPs={p1}}, 
3, 1) by using the axiom (A2) and then (RA1). 

Note that the utility of (RA1) and (RA2) is limited by the 
specified constraints and application context. For example, 
(RA1) is without any utility for X if she receives by email a 
signed facture by the private key associated to KY, due to the 
constraint (KU=encryption).  

Remark that the example above is so simple that it doesn’t 
need automation of the refutation method. However, more 
complex PKI trust models will need the automation of the 
refutation and the choice of an effective strategy. The use of 
Prolog as programming language can be useful but we must 
modify the default strategy (SLD) of Prolog for more 
efficiency, for example, we must add the new derived 
formulas at the top of the database (initially the formulas of 
the set ∆) . We have already tested this kind of automation 
which seems to be promising and we are working on its 
amelioration. 

85



VI.  CONCLUSION AND FUTURE WORK 

Until recently, the use of PKIs essentially resided with 
governments and a few large organizations. The growth of 
electronic transactions over Internet such as e-payment 
transactions requires a global and a trustworthy PKI that can 
provide security services and especially authentication. 

In this paper, we have proposed an approach that is based 
on a specific logic which will allow us to analyze a PKI trust 
model and then verify whether it responds to these 
applications requirements and under which conditions.  

In effect, we have presented a new logic-based trust model 
for reasoning about PKI. We have shown how statements 
about entities beliefs can be expressed with the formulas of 
this logic by taking into account different parameters like 
certificate policy constraints, application context and 
certification path length. 

The main difficulty of our approach is the formulation of 
rigorous definitions about other possible types of application 
contexts and other useful constraints. It is also useful to 
specify with more details the Noconflict relation. We have 
presented, in this paper, some of these definitions.  

At the moment, we focus on the amelioration of this model 
and its applicability to different kind of PKIs and different 
security applications including wireless security 
applications[20]. 
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Abstract 
Virtualization imposed itself most recently as a disruptive 

technology changing concepts related to data centers, 
corporate transparency, and paving the road to Software as 
a Service (SaaS), yet another disruptive technology. 
Autonomic computing, on the other hand, has imposed itself 
as a new research area whose aim is to embed 
“intelligent algorithms” in the IT infrastructure 
management software. Mechanisms such as self-
configuring, self-protection, self-healing and self-
optimization have been investigated and appropriate 
algorithms proposed. More recently, a real-time 
adaptive architecture has been introduced and 
experiments conducted which show that the autonomic 
computing becomes more and more accomplished as a 
research area. Despite some initial resistance, Linux 
has been penetrating the user community needing a 
stable and threat free operation system. In conjunction 
with it the Software as a Service has seen quite a 
successful expansion. Solutions leading to run different 
servers on different operating systems running 
virtually on the same processing unit showed a 
dramatic improvement in their utilization. Server 
Virtualization opens new perspectives on datacenter 
management, while the self-management concepts 
introduced by autonomic computing researchers can 
provide solutions for the monitor and control tasks 
applied to virtual machines. This paper introduces an 
autonomic computing approach to virtual computing 
environments in regards to the automatic provisioning 
of virtual servers. The paper presents the main 
autonomic solution to server virtualization, detailing 
the model to be used for representing virtual 
applications as running software processes. The paper 
also introduces the control system approach to the 
server virtualization provisioning. A real-time 
architecture is proposed and experiments performed 
on virtualizing clusters of WebSphere servers deployed 
on a distributed system Xen servers are given. 

 

I. INTRODUCTION 
 

Virtualization has become one of the hottest areas of 
research and marketing in the IT industry. Driven by 
industry analyst reports and by marketing hypes the 
virtualization began to be the most “must have” 
solution for efficient server, space and power 
utilization/consumption. First attempt to an abstract 
definition for computing process virtualization was 
recorded in [1] where a pseudo-formal definition was 
introduced. The following was stated: “For any 
computer a virtual machine monitor may be 
constructed if the set of sensitive instructions for that 
computer is a subset of the set of privileged 
instructions”. From a technical point of view, the 
virtualization beginning traces back to the mainframe 
era when the IBM VM/370 allowed to virtually use the 
CPU for many jobs at the same time through its time 
sharing technique [3]. The virtual machine introduced 
by IBM was defined as a fully protected and isolated 
copy of the underlying physical machine’s hardware 
[2] where applications and even operating system 
behave as they would behave on the physical machine. 
There is a software layer, the virtual machine monitor 
(VMM) which virtualizes hardware resources, 
exporting a virtual hardware interface that reflects the 
underlying machine architecture. VM/370 supported 
multiple concurrent virtual machines, each of which 
believed it was running natively on the IBM 
System/370 hardware architecture [4].  

Thus multiple virtual machines can be enabled on 
request and more than one OS can run simultaneously 
on a single CPU - every instance running within its 
own virtual hardware. This independence of the 
resources used makes the server movable and easier to 
recover from failures. However, with the increase in 
hardware efficiency the economy realized it has a 
downside in regards to the hardware failures - once a 
hardware resource is lost the concentration of virtual 
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applications running on the same resource increases 
exponentially.  This slows down the time response of 
the applications running under the virtual machine or 
operating system. There are also other limitations when 
applying a virtualization solution. Applications which   
have a large amount of I/O operations and databases 
are not good candidates for this technique. Recent 
research and company products provide virtualization 
platforms which break the bond between the hardware 
and the operating system running on it.  The approach 
discussed in this paper relates only to the VMM based 
server virtualization. As such products such as Plex86 
[5], User Mode Linux [6], Virtual PC [7], and 
VMWare [8] will be the candidates for the automation 
of the server virtualization through autonomic 
computing technologies. It is notable that a special 
Xen-compatible version of Linux, XenoLinux [9] can 
run in the Xen environment for up to 100 XenoLinux 
instances, all in a single Xen VMM with minimal 
performance degradation. Xen-compatible versions of 
Windows XP and NetBSD are also available.  

On the other hand, autonomic computing is yet 
another methodology for improving the IT 
infrastructure efficiency and automation. Autonomic 
computing is yet another hot research topic initiated by 
IBM [10]. Principles such as self-configuration, self-
protection, self-optimization, and self-healing are 
combined into a software platform responsible for the 
management of the software and hardware 
infrastructure. These self-management attributes of a 
computing system allows it to adapt at run time its 
resource usage to the demands put on them by ever 
changing user needs, thus continuously optimizing 
itself in a transparent way.    Recent works in the 
autonomic computing area [11], [13]  envisage 
autonomic computing models as real-time systems 
equipped with transducers, controllers, and actuators 
whose goals are the automation of the IT infrastructure, 
while the dynamics of the Information Infrastructure 
itself is described by dynamic mathematical systems. 
This view of autonomic computing processes allows 
for an infusion of principles and methodologies 
specific to control systems into the architecture and 
implementation of autonomic computing. The real-
time system view of an autonomic computing system is 
related to the feedback control of a cluster of IT 
applications. A real-time reference architecture for 
autonomic computing platforms has been proposed in 
[12], while an advanced adaptive mechanism for the 
adaptation of the provisioning of computing resources 
to the reality of processing requests has been 
introduced in [14]. It is on this ground that an 
autonomic computing control technique for the 
provisioning of virtual servers on a given hardware 
platform will be introduced and developed in this 

paper. This paper provides a solution for the dynamic 
load control on VMM based virtual computing 
platforms. Section 2 introduces an autonomic 
computing architecture for the server virtualization. 
Section 3 presents the components of the autonomic 
control loop while Section 4 discusses the 
computational model of virtual servers which run on 
the same CPU. Section 5 shows in more details the 
implementation of the system and finally Section 6 
presents some experimental results obtained with this 
platform. 

 
II. A REAL-TIME AUTONOMIC COMPUTING 

ARCHITECTURE FOR SERVER 
VIRTUALIZATION 

 
As mentioned in Section I in this paper only VMM 

based server virtualization solutions will be 
investigated and an autonomic computing architecture 
will be designed and its implementation commented 
upon.  As in [12], a pattern based architecture will be 
devised for the autonomic computing self-provisioning 
of virtual servers. The architecture for sever 
virtualization will contain the same type of elements as 
the reference real-time architecture for autonomic 
computing such as transducers, filters, estimators, 
controllers, decision elements, and actuators. The 
process to be controlled is not the addition or removal 
of a server, rather the CPU “partition” made by the 
VMM. As opposed to the regular usage of the VMM 
where the CPU partitions once configured are fixed 
until maybe another configuration command is 
performed by the system administrator, in this case,   
based on the need for client services, the partition is 
controlled by the autonomic computing control loop. 
The proposed architecture allows for the autonomic 
solution for the virtual server to modify itself during 
runtime, as components can be dynamically added, 
removed or modified as needed by the system. The 
components used are distributed, residing on any node 
of the virtual server infrastructure, thus allowing for 
scalability which is one of the major issues in server 
farm deployment. The system self 
configuration/reconfiguration [12] allows for the 
automatic deployment or removal of virtual sever 
components when needed. A state persistence 
mechanism allows to smoothly manipulating 
components such that the functionality of the whole 
virtual server or of the applications running in the 
virtual server environment is not affected by autonomic 
computing decisions. 

In Figure 1 below a classical VMM virtualization 
architecture is depicted. The VMM is used to partition 
the CPU and transparently run the corresponding 
operating system on it. As VMM, was selected Xen, 
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and Debian Linux 4.0 was used as the operating 
system. A Java Virtual Machine 1.5 was loaded on 
both operating systems. The applications selected for 
illustrating the way that the autonomic computing 
architecture helps to improve the efficiency of the 
hardware and decrease operating costs are related to 
Web Services. The justification stems from the fact 
that “consolidating Internet Services to a single 
machine or group of machines by using virtual 
machines is an elegant solution that provides the 
benefit of isolation while simultaneously reduces 
wasted computing power and maintenance of 
additional computers” [15].   

 

Fig. 1. A Virtual Machine Monitor based solution for Virtual 
Servers. 

 
The autonomic computing architecture proposed for 

CPU load distribution and control for the virtual 
servers running under the same VMM, is presented in 
Figure 2, where only two such servers were 
considered. The architecture is based on the standard 
components of the autonomic computing architecture 
presented in [12]. As such, the architecture contains 
sensors for the CPU load and for the response time of 
each of the servers, filters to smooth the rapid 
variations of the above parameters, estimators to 
estimate the predicted values for the measured 
parameters which characterize the activity of the 
virtual server, coordinators responsible for the main 
logic of the control loop and drives the whole 
autonomic computing process, and the decision maker 
which translates the results of the coordinator in 
commands sent to the actuators. The actuators are 
nothing else then the provisioning part of the 

autonomic computing loop for the virtual server CPU 
load control. In real cases the actuators are 
implemented as Tivoli Provisioning Managers. In a 
real case a CPU can be loaded with more than two 
servers. Studies and tests conducted with Xen showed 
that a number of 100 Linux machines running different 
servers were function with acceptable performance on 
the same CPU. 
 

Fig. 2. An autonomic computing architecture for the CPU load 
control in the case of two virtual servers 
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Fig. 3. A generalized architecture for multiple servers sharing the 
same CPU 

 
 

89



III. THE COMPONENTS OF THE REAL-TIME 
ARCHITECUTRE FOR VIRTUAL SERVERS 

 
A.  Sensors 
 

The system described in this paper, uses two types 
of sensors for the measurements. The principal 
measured parameters are the response time which is 
obtained from the WebSphere Application Servers for 
each of the virtual servers, and the CPU load which is 
obtained from the Virtual Machine Monitor. From the 
application servers the sensors measure response time, 
for the monitored application, as well as the number of 
invocations received by a certain application and the 
timestamp of the data acquisition. From the Virtual 
Machine Monitor the sensor retrieves the percentage of 
CPU time used by each of the virtual machines. The 
information coming from the sensors represent 
absolute values from the start of the application server 
and as such they have to be processed by the filters 
introduced in the loop.  

The sensors are implemented as Web Services 
Distributed Management (WSDM) resources based on 
the Apache Muse 2.2 framework. The WebSphere 
sensor exports information obtained from the 
application server via JMX; while the VMM sensor 
retrieves the time each of the VM domains has run for. 
 
B.  Filter 
 

The filter component implements a filter chain. 
Based on the data retrieved from the sensors, the filter 
chain calculates the average throughput of users, by 
dividing the number of invocations by the time period. 

 

t
Users
Δ

ΔThroughput =
 

 
The average think time is also calculated as follows: 
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where Δt represents the time period, 

AvgResponsetime is the average response time for the 
last time period and users is the average number of 
invocations made by one user. 

Furthermore the filter chain calculates the average 
response time, number of users, throughput and think 
time across all the servers in the cluster. For example 
for a cluster of N servers, the average of V across the 
servers is calculated as follows. 
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C.  Estimator 
 

The estimator estimates the state values of the 
virtual server for each time step, such that the 
coordinator can elaborate the proper decision based on 
the predictions of the state of the virtual server whose 
CPU load is to be modified accordingly. The 
estimation is based on a model for the virtual server 
which is considered to be non-linear. The system of 
equations for this model is: 
 
) )

  (1) 

 
where x∈ X (dim n), u ∈ U (dim m), z ∈Z (dim p) and 
called the state vector, input function vector, the 
number of resources required,  and measured output 
vector, while f, and h are nonlinear functions over the 
state space and input vectors respectively, while i ∈ N 
represents the index of the virtual server. 

Through linearization the model (1) above becomes: 
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The state obtained in (2) is passed to the next block 
of this virtual server self configuration system, he 
coordinator. 
 
D.  Coordinator 
 

The controller subsystem is formed from the 
coordinator, and the decision maker. All components 
act together to reach a provisioning decision based on 
the filtered data, but they are also separate components 
which can run on separate nodes. 
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The coordinator is responsible for the main logic of 
the control loop and drives the whole process. As such 
the coordinator is a thread. The control loop logic for 
the virtual machines is an iterative control loop. After 
obtaining the data from the filter, the coordinator uses 
the estimator repeatedly, until either a certain number 
of iterations is passed or two consecutive estimations 
are within a certain threshold. Once one of the two 
events happens, the estimator requests a decision from 
the decision maker. Finally that decision is sent to the 
actuator for provisioning. 
 
D.  Decision Maker 
 

The decision maker reaches a decision for how the 
CPU load should be split among the VMs as well as 
whether a new VM is needed dependant on the state of 
the model and the estimated values. 
 
E.  Actuator 
 

The actuator component is responsible for taking the 
actual provisioning decision on the managed entity or 
entities. The actuator maps the command issued by the 
coordinator in regards to the modification required to 
the CPU load of each server in an acceptable 
command/script sent to the VMM via SSH (in this case 
the Tivoli Provisioning Manager). Once the actuation 
action is completed it returns the information about the 
entities that were modified back to the coordinator. 
This feedback is required in some instances because 
the coordinator needs to create or remove sensors 
based on what happened to the managed entities or 
needs to update the model with the new values. In the 
case of a new server addition, the coordinator would 
have to add new sensors to monitor the newly added 
virtual server. 

 
IV. LOGICAL ARCHITECTURE OF THE 

AUTONOMIC COMPUTING SOLUTION 
FOR CPU LOAD CONTROL FOR VIRTUAL 

SERVERS 
 

The predicted value of the x(k) – the virtual server 
state vector – represents as a vector, the expected CPU 
load, the response time, and the application throughput 
as its components. The expected CPU load to be used 
in the next computation phase by the Coordinator and 
Decision Maker blocks is processed by the Kalman 
controller which uses a linearized set of equations of 
the non-linear process model described by the 
equations (1). The action calculated by the controller in 
regards to the CPU load for each virtual server is based 
on a logic decision according to which a server is 
added or not, while its predicted response time is 

considered as well. From a logical point of view the 
system general architecture is given in Figure 4 below. 

A layered queuing model (LQM) was used for 
representing users’ interactions with the system such 
that the linear approximation errors are minimized. In 
the experiment conducted there were 2 separate virtual 
servers, each allowing 2 application servers to respond 
to clients’ request, and which were given a  thinking 
time with a mean of Z ms. (as a default, Z= 1000). The 
2 application servers each modeled with a certain 
number of threads, run on processor whose CPU 
demand is also modeled through the LQM.  
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Fig. 4. Logical architecture of a tracking filter for autonomic 
co nt 

This example was extended to 3 virtual servers 
w

ains also rules 
th

 

mputing control of the CPU load in a virtual server environme
 

here 3 CPU loads were dynamically controlled. 
Experiments are conducted with a larger number of 
servers on Sharcnet [15]; however, these experiments 
will be reported in a subsequent paper. 

The logic of the Coordinator cont
rough which the Controller (the combination of the 

Coordinator and Decision Maker) decides whether or 
not to deploy another virtual server or to remove it 
from the list of existing virtual servers running on the 
same CPU. The rules are also used to implement 
minimal threshold in regards to the CPU partition 
assigned to a virtual server and also to decide the 
threshold regarding the optimal utilization of the 
assigned CPU partition. Besides the above decisions, 
the actions sent to the Tivoli Provisioning Manager 
include commands through which Tivoli Provisioning 
Manager deploys or removes application servers. 
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V. IMPLEMENTATION  
 

The architecture for the CPU load self configuration 
introduced in this paper was implemented in a test-bed 
environment at NCCT (www.ncct.uottawa.ca). Figure 
5 describes the test bed set-up used in the 
demonstration of the solution proposed in this paper. 

The virtual server environment was set by installing 
a Xen VMM on an Intel Core 2 Duo PC, while the 
TPM was installed on another IBM PC with 2.6 GHz 
processor. The virtual machines were paravirtualized 
Debian Etch Linux guests. The components of the 
autonomic computing environment were implemented 
as Web-Services all running on a 3.2 GHZ Intel 
processor PC. 
 

 
 

Fig. 5. An implementation of the autonomic computing self-

The configuration of th system was done via an 
in

configuration of the CPU load of virtual servers 
 
e 

terface based on JavaServer Faces technology. This 
interface is shown in Figure 6 below. 

 

 
Fig. 6. The GUI of the autonomic computing self-configuration 

 
The GUI presents the user a very intuitive view of 

th

ac

configuration 
of

solution for virtual servers. 

e system, while a series of wizards allow the user to 
configure the autonomic system itself. As the 
autonomic computing solution can be applied to a 
diverse spectrum of self-configuration solutions for 

various processes, the user is given the possibility to 
choose the proper process such that the autonomic 
computing self-configuration loop can be adapted to it. 

At the same time, through simply drag-and-drop 
tions the user can build the appropriate real-time 

control architecture for the process type chosen. A tree 
of control loop elements is present in the interface. By 
dragging-and-dropping each of the elements in the loop 
the user has only to connect them by setting up the 
arrow lines between the above elements.  

In Figure 7 below the wizard for initial 
 the sensors used is given. The CPU load, the 

response time and the number of invocations are set to 
provide the coordinator the appropriate measured 
values. These values are filtered with a filter as 
specified in Section III. The filter set-up is 
implemented via a wizard as shown in Figure 8 below. 
 

 
Fig. 7. The sensor wizard 

 

 
 

Fig. 8. The filter wizard 

The estimator is configured using the wizard shown 
in

 

 Figure 9 and 10. The estimator configuration process 
includes the choice for a model which is illustrated in 
the Figure 9 below. In Figure 10 the configuration of 
the estimator maps the filtered variables to the modeled 
variables.  
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For the autonomic system to appropriately self 
configure and change dynamically the configuration of 
the Virtual Server environment a wizard allowing the 
user to build the coordinator is required. The 
parameters to choose are the number of iterations 
needed to come up with a sound estimation for the 
modeled variables, the convergence measure and the 
sampling time as explained in section III. An example 
of such configuration process is given in Figure 11 
below. The process of properly provisioning the 
decision maker such that the control loop sends 
appropriate commands to the actuator – in this example 
the Tivoli Provisioning Manager, is given in Figure 12. 

The parameters to be provided to the decision 
making block relates to the thresholds used for the 
response time, the CPU load, and the number of user 
requests per minute. 

 

 
Fig. 9. The wizard allowing the user to chose an appropriate model 

 
 

 
 

Fig. 10. The wizard allowing the user to chose the utilization and the 
think-time in the estimator  wizard 

 

 
 

Fig. 11. The wizard allowing the user to chose the coordinator 
parameters 

 
After such thresholds are over passed or under 

passed the system provides the actuator the action to be 
taken. Eventually the user has to tell the system which 
actuator is to be used and on which physical machine 
(computer) the actuator resides such that it can deploy 
all the commands related to the configuration of the 
whole autonomic computing environment and also 
which Tivoli specific parameter has to be passed for 
the initialization of the actuator. Figure 13 shows the 
above wizard. 
 

 
 

Fig. 12. The wizard allowing the user to finely tune the decision 
making block 

 
 

Fig. 13. The wizard allowing the user to configure the actuator 
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VI. EXPERIMENTAL RESULTS 
 

A series of test were devised and performed on the 
architecture introduced above. Some results are shown 
below where in Figure 14 the CPU Utilization in the 
case of two Virtual Servers installed on the same 
hardware is presented, when the CPU load distribution 
is as given in Figure 15 below using a scale where 1 = 
100% utilization. 

 
Fig. 14. The real-time values of the CPU load in the case of two 
Virtual Servers controlled by the autonomic computing platform 

 
Fig. 15. The CPU load distribution as used in the case of two Virtual 

Servers 
 

VII. CONCLUSIONS AND FUTURE WORK 
 

In this paper, an autonomic computing architecture 
for real-time provisioning and configuration of a 
Virtual Server environment was introduced. The 
architecture introduces for the first time an intelligent 
control of the CPU load using demonstrated principles 
for autonomic computing systems. A control loop 
approach was used for the dynamic modifications of 
the CPU allocations through a Virtual Machine 
Monitor. The architecture, as introduced in a previous 
series of works, is based on seven different modules, 
each responsible for one specific action in the control 
loop. Each module is capable of running as a dedicated 

Web Service. The versatility of the solution introduced 
was increased dramatically through a solid user 
interface platform. Experimental results show that a 
dynamic CPU load control improves the hardware 
utilization and optimizes the Virtual Server solution. 
This is extremely important for the new trend of 
offering Software as a Service (SaaS) which is 
considered as one of the important new disruptive 
technology in the high tech industry. 

Future works will explore other mechanisms for 
controlling the self-management of Virtual Server 
environments in which a blend of well known control 
strategies such as robust or output control with 
adaptive based methods will be devised. 
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Abstract—Image gathering and the subsequent repository’s
generation is accomplished in a wide range of areas: commercial,
institutional, military. The widespread use of images is because
they are a potential information source to be analyzed and
processed at later. As a consequence, it is necessary to support big
collections of complex type information which includes complex
objects data, spatial information or multimedia information, in
others word, it involves identifying present characteristics in an
image and its consistent evaluation. Many research works have
focused on images and image mining. The main obstacle is to get
knowledge of the whole existing image domain for, afterwards,
be able to infer information, this demands greater processing
power.

Image mining, a relatively new and very promising field of
investigation, tries to ease this problem proposing some solutions
for the extraction of significant and potentially useful patterns
from these tremendous data volume. This research field implies
different stages, most of them demanding so many resources
and computational time. The use of parallel computation is
a good starting-point. Image mining process appears to be
algorithmically complex requiring computing power levels that
only parallel paradigms can provide in a timely way. As data sets
involved are large, rapidly growing larger and images provide
a natural source of parallelism, parallels computers could be
organized to handle such big collection effectively. At this work
we will examine the image mining problem with its computational
cost, propose a possible global or local parallel solution and
also identify some future research directions for image mining
parallelism.

I. INTRODUCTION

Images can reveal useful information to human
users when are analyzed. The explosive growth in
applying images as data in many fields of science,
business, medicine, etc.. With the advances in mul-
timedia data acquisition and storage techniques, the
need for automatically discovering knowledge from
large image collections is becoming more and more
relevant. Image mining deals with the extraction of
image patterns from a large collection of images,
whereas the focus of computer vision and image
processing is in understanding and/or extracting
specific features from a single image.

Group supported by National University of San Luis and the
National Agency for Science and Technology Promotion(ANPCYT)

The most general misinterpretation is that im-
age mining only involves applying already existing
data mining algorithms on images. Investigations
in the area are usually pointed out into two main
directions. The first one involves specific authority
applications focusing on extracting most relevant
image features, so they could be used in data
mining [14][17][18]. The second direction applies to
general applications, where the aim is discovering
image patterns that might be useful in the under-
standing of existing interactions between human
perception of the images at high level and image
features at low level. Investigations in this direction
try developments with major certainty of success in
recovered images from a general purpose databases
[13][20][24].

Human visual system has the ability to extract
significant image relationships which are not repre-
sented in low-level primitive image features. Com-
plex information and its use on specific applica-
tions leads to describe new association rules to
information. The big challenge in image mining is
extracting implicit knowledge, image data relation-
ships, or other features not explicity stored in a
pixel representation. As knowledge representation
method, patterns have already been used by human
being for simulating diverse cognitive processes
like intuition, intention and thinking. As long as
the use of patterns can make the cognitive process
more effective, they can be applied to describe the
complexity and features of objects. Since the aim
is to generate all significant patterns without any
knowledge of the image content, diverse patterns
types could be recognized: classification, descrip-
tion, correlation, temporal and spatial patterns.

Image mining deals with all aspects of large
image databases including image storage, indexing
schemes, and image retrieval, all concerning an
image mining system [16]. Image databases con-

95



2

taining raw image data as information, cannot be
directly used for image mining purposes. Relational
databases, traditionally used in data mining, do
not satisfy this need; that is why other types of
databases are defined like spatial, temporary, doc-
umentary and multimedia databases [26].

Figure 1: General Image Mining System

Figure I shows a general structure model for
an image mining system. The system considers a
specified sample of images as an input, whose image
features are extracted to represent concisely the im-
age content -Transformation and feature extraction
phase-. Besides the relevance of this mining task,
it is essential to consider the invariance problem
to some geometric transformations and robustness
with respect to noise and other distortions while de-
signing a feature extraction operator -Pre-processing
phase-. After representing the image content, the
model description of a given image -the correct
semantic image interpretation- is obtained. Min-
ing results are obtained after matching the model
description with its complementary symbolic de-
scription. The symbolic description might be just
a feature or a set of features, a verbal description or
phrase in order to identify a particular semantic.

The development of an image mining system
is often a complex process since it implies join-
ing different techniques ranging from data mining
and pattern recognition up to image retrieval and
indexing schemes. Besides, it is expected that a
good image mining system provides users with an
effective access into the image repository at the
same time it recognizes data patterns and generates
knowledge underneath image representation. Such
system basically should assemble the following
functions: image storage, image pre-processing, fea-
ture extraction, image indexing and retrieval and,

pattern and knowledge discovery.
Image mining deals with the extraction of image

patterns from a large collection of images, whereas
the focus of computer vision and image process-
ing is in understanding and/or extracting specific
features from a single image. It might be thought
that it is much related to content-based retrieval
area, since both deals with large image collections.
Nevertheless, image mining goes beyond the simple
fact of recovering relevant images, the goal is the
discovery of image patterns that are significant in
a given collection of images. As a result, an image
mining systems implies lots of tasks to be done in
a regular time. Images provide a natural source of
parallelism; so the use of parallelism in every or
some mining tasks might be a good option to reduce
the cost and overhead of the whole image mining
process [1].

This works is structured as: the following section
explains the differents difficulties and challenges
involved in designing an image mining model. The
section III explain the three main stages constituing
a standard image mining system and their feasibility
to be parallelize. Finally different parallel image
mining models are proposed.

II. DIFFICULTIES AND CHALLENGES

Image mining deals with the study and develop-
ment of new technologies that allow accomplishing
this subject. A common mistake about image mining
is identifying its scopes and limitations. Clearly it is
different from computer vision and image process-
ing areas. Moreover, the many knowledge discovery
algorithms defined in the context of data mining
are ill-suited for image mining. In image mining,
there are many challengers still to overcome, some
of them are:

• Complexity of data: To work with image and
visual data is often to work with unstructured
data, difficult to interpret and stored in a variety
of different formats.

• Scalability: Image databases can easily reach
hundreds of gigabytes and even terabytes in
size. Scalable tools and algorithms for pre-
processing and mining images that can manage
such extremely large data in a reasonable time
are yet to be developed. Massively parallel and
high performance computing should help in
this perspective for both image pre-processing
and image mining.
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• Data inaccessibility: Data adquisition and se-
lection is fundamental in knowledge discovery
process. The reasons for inaccessibility are
multiple depending on the gathering means:
sensors, satellites, among others. As incredible
as it may seem, gathering images for research
purpose or even industrial applications is not
an easy task.

• Privacy: This has been an important issue
with any data gathering and access. In some
applications, image mining propels the problem
of privacy a step further.

• Minor support: Image mining is relativity
new, it relies heavily on fields such as vision
and signal processing for data pre-processing
and features extraction, fields which lack of
adequate tool support, but in constant devel-
opment.

• Insufficient training: Knowledge discovery
and image mining tasks are related with many
disciplines: artificial intelligence, databases,
image and vision processing, high performance
computing, visualization, etc. Interdisciplinary
skills and work are required to process and
cope with image.

To solve them in only one good application
should be hard or impossible, but independent treat-
ment of anyone could give notorious improvements
to the whole image mining process.

III. PARALLELISM AND IMAGE MINING

Many issues of image mining can be opti-
mized with different parallel techniques. Further-
more depending on tasks properties, different paral-
lel paradigms could be applied in the same system.
At a first glance, parallel applicant tasks will be:
image storage, image processing, image indexing
and retrieval and, pattern and knowledge discovery.
In this section, the three main stages of an image
mining system will be explained and then the feasi-
bility of apply parallel paradigms at global and local
level will be analized.

A. Processing Phase

Automatic image categorization involves experi-
ence on a real problem. The aim is to build a mining
model using attributes extracted from and attached
to the real problem, then evaluating the effectiveness

of the model using new images. After the adqui-
sition stage, the visual contents of the images in
the database must be extracted and characterized
by descriptive patterns -usually multidimensional
feature vectors.

Orthogonal to challenges of developing specific
image mining algorithms and models that oper-
ate on idiosyncrassy of images, one other major
challenge for image mining is the pre-processing
state previous to the extraction of relevant features.
Generally, most of the images, if not all, are difficult
to interpret, and a pre-processing phase is necessary
to improve the quality of the images and make
the feature extraction phase more reliable. The pre-
processing state is arguably the most complex phase
of the knowledge discovery process when dealing
with images. If the pre-processing is well done, it
can be decisive whether patterns could be discov-
ered, or whether the discovered patterns could be
interpreted at all. This phase often requires related
expertise to computer vision, image processing,
image interpretation, graphics and signal processing,
domain knowledge or domain applications.

Pre-processing is always a necessity whenever the
data to be mined is noisy, inconsistent or incomplete
and it significantly improves the effectiveness of the
data mining techniques. Nevertheless, a processing
step is always done when applying any discovery
technique for the extraction of relevant features. As
a consequence, the process of building a mining
model involves to split the processing phase into
a pre-processing and extraction of visual features
steps.

Figure III-A shows an overview of a categoriza-
tion process. The first step is represented by the
image acquisition and image enhancement, followed
by feature extraction. The last one is the classifica-
tion part, where different techniques for supervised
learning are applied.
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Figure 2: Image categorization process

The enhancement and feature extraction steps
are usually refered as Data Cleaning and Data
Transformation states that should be applied to the
image collection. Data Cleaning is the process of
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cleaning the data by removing noise or other aspects
that could mislead the actual mining process. Image
enhancement helps in qualitative improvement of
the image and can be done either in the spatial
domain or in the frequency domain.

The most common techniques applied for data
cleaning are the tipical image processing techniques
like smoothing and sharpening filters. All these
techniques could be combined with respect to a
specific application.

On the other hand, data transformation implies
to get an image content descriptor by means of
its visual and semantic content. Visual content can
be very general or domain specific. General visual
content refers to color, texture, shape, spatial rela-
tionships, etc.; while Domain specific visual content
is application dependent and may involve domain
knowledge.

A good visual content descriptor should be in-
variant to any accidental variance introduced by the
imaging process. A visual content descriptor can
be either global or local. A global descriptor uses
the visual features of the whole image, whereas a
local descriptor uses the visual features of regions or
objects to describe the image content. Moreover, as
a previous step to obtain the local visual descriptors,
an image is often divided into parts. The simplest
way of dividing an image is to use a partition, which
cuts the image into tiles of equal size and shape.
A simple partition does not generate perceptually
meaningful regions but is a way of representing
the global features of the image at a finer resolu-
tion. A better method is to divide the image into
homogenous regions according to some criterion
using region segmentation algorithms that have been
extensively investigated in computer vision. A more
complex way of dividing an image, is to undertake a
complete object segmentation to obtain semantically
meaningful objects (like ball, car, horse).

Some widely used techniques for extracting color,
texture, shape and spatial relationships from images
are: Color Moments, Color Histograms, Color Co-
herence, Color Correlogram, Gabor Filter, Tamura
features, Wavelet Transform, Moment Invariant,
Turning Angles, among others [10][19].

Semantic content could be obtained by textual an-
notation or by complex inference procedures based
on visual content. We will not discuss in detail this
topic, trying to focus on our subject.

B. Mining Phase

In the nontrivial process of knowledge discovery
in databases (KDD), data mining in general, and im-
age mining in particular, have the aim of extracting
implicit knowledge from data. They try to define
valid, novel, potentially useful, and ultimately un-
derstandable patterns, relations or rules from them.
These relations draw a Predictive or Descriptive
model. With a predictive model is possible to es-
timate future or unknown values of interest, while
with a descriptive model is possible to identify pat-
terns which explain or summarize the analized data.
Mining tasks depend in the model to be applied.
Classification or Regression techniques define pre-
dictable models, while Association Rule Mining or
Clustering, among others, define descriptive models.
Image mining refers to a set of methods dedicated to
the extraction of hidden knowledge from within an
assortment of images. The early image miners have
adopted existing machine learning and data mining
techniques to mine for image information. Very few
achievements have been realized and the approaches
can be grouped in two classes. Those that discover
patterns from:

• Images in large collections using the processed
and extracted features within images;

• The image database using general descriptors.
While the applications vary from creating suitable

models for image indexing to recognizing objects,
categorizing images or image segments, the gen-
eral tasks are similar and can be summarized as
grouping images or features, either supervised or
unsupervised, and associating image features.

The techniques frequently used include object
recognition, image indexing and retrieval, image
classification and clustering, association rules min-
ing and neural network or a combination [8], [18].

C. Interpretation and Evaluation Phase

This task is a crucial one, it is tightly related
with mining phase because it measures the quality
from obtained patterns. Model preciseness can be
secured by guarantying data independency between
the training data set and testing data set.

Different evaluation techniques and measures can
be applied. Evaluation measures could be objective
or subjective. Which one of them would be used
will depend on the mining taks to be done. The
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application context should be always considered
when validating the obtained model [18], [13].

D. Global Parallel model

An image mining system(IMS) can be very com-
putationally demanding due to the large amount
of data to process, the response time required or
the complexity of the involved image processing
algorithms. Any parallel system requires dividing
up the work so that processors can make useful
progress toward a solution as fast as possible. The
essential question is how to divide the labor.

There are three components to the work: compu-
tation, access to the data set, and communication
among the processors [21]. These components are
tightly related: dividing up the computation to make
it faster creates more communication and often more
data set accesses as well. Finding the best parallel
algorithm requires carefully balance of the three
named issues.

Parallelizing the image mining system showed at
figure I involves to parallelize its three main areas:
processing, mining and interpretation. Even though
there exists a sequential line among them, it is a
pseudo sequential line: after the first image set have
been processed, the three named areas can be done
in parallel.

Figure III-D shows the proposed global parallel
arquitecture for the IMS. The model consists
of four logical processing stages working in
parallel: processing, mining, interpretation and
coordination. The first three stages comes from
the corresponding mining stages, and the last one
from the derived management of the parallel model.

The coordinator process provides a GUI and task
manager that directs the image mining process and
is responsible for:

• At the starting of the mining process, it will co-
ordinate the image mining tasks in a sequential
way. First, the descriptor database generation
through the processing phase, followed by the
mining phase and finally the interpretation and
evaluation phase.

• During the image mining process, it is respon-
sible for the interaction with the image mining
engine in terms of invoking, guiding and mon-
itoring computations as well as visualization of
the results.

Transformation and
Feature Extration

Knowledge
Image

Database

   Mining

Model

Interpretation
and Evaluation

Pre−processing

Mining

Coordinator Process

Figure 3: Global parallel arquitecture for the IMS

Different parallel stage relationships are done by
data sharing. Processing and mining stages share
the feature database, and mining and interpretation
stages share the mining model. Because reading and
writing data structure accesses are simultaneous,
synchonization mechanisms are required [25].

E. Local Parallel Model

At a refined level, each global parallel stage could
be resolved in a parallel way. As a first attempt, we
will focus only on the processing stage. This section
sketchs three parallel levels concerning different
parallel programming models and grains that could
be accomplish collaboratively. The parallel alter-
natives are presented in an increasing complexity
parallel order.

1) Level 1: Embarrassingly Parallel: Applying
the processing stage over the whole image set in the
database could result in a time-expensive processing
task. Besides this particularity, every internal data
independence enables to draw a simple parallel
model. The figure III-E1 shows the mentioned sys-
tem architecture. N independent processes work on
an image database partition, DataBase i (∀i 0 ≤
i < N ), making a feature data subset that will be
joined to the whole working data set for the mining
stage.

The parallel system has a coarse grain parallelism
at data level following the MDSP parallel pro-
gramming model rules [2][15]. Moreover, as no par-
ticular effort is needed to segment the problem into a
very large number of parallel tasks, and there is no
essential dependency (or communication) between
those parallel tasks, the problem is considered an
embarrassingly parallel problem [25].
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Figure 4: Level 1 Systems

As each step can be computed independently
from every other step, they could be made to run on
a separate processor to achieve quicker results. An
a-priori system performance estimation points out
that it could be optimal or cuasi optimal.

2) Level 2: Parallelism into Processing Stage:
At previous section only incoming system data
independence was considered. At this section par-
allelism inside the processing stage will be take
into account. Inside processing stage, as feature
extraction step must be done after pre-processing, a
pipelined processing is proposed, see figure III-E2
[25]. The pipeline has two well defined steps, the
first one for image enhacement and the following
for image feature extraction. As a consequence, a
stream of images is passed through a succession of
processes, each of which perform one task.

Image
Database

Pre−processing
Transformation and
Feature Extration Mining

Task Pipeline

Figure 5: Level 2 Systems

An interesting point to be considered in a
pipelined parallel computation is the work devel-
oped into every step. When tasks workload is the
same for every step, the pipeline gets the best
performance. Either the enhancement or feature ex-
traction steps address different processing task that
should be done in an specific sequence. Dividing the
enhancement or feature extraction steps (or both)
into ordered substeps, could lead to take advantage
from the inner step parallel characteristics and di-
minishing processing time problems due overwork
into each of them. The system shown at figure III-E2
arises from the concepts stated. It can be observed a
tasks pipeline where every task could be any classic
processing task or a set of them, depending on the
workload.

Image
Database

Task_0 Mining

Transf.and Feature Ext. task Pipeline

����
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����
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����
����

����
����
����
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. . .. . .

Enhance Image

Feature Image

Pre−processing task Pipeline

Task_k Task_
k+1

Task_N

Figure 6: Refined Level 2 Systems

This last system has a finer parallel grain than the
previous one where communications between tasks
were increased.

3) Level 3: Parallelism Depending on Image Pro-
cessing task: A sort of standard image processing
tasks are commonly used at processing stage, like
image smoothing, histogramming, 2-D FFT calcu-
lation, local area histogram equalization, local area,
brightness and gain control, feature extraction, max-
imum likelihood classification, contextual statistical
classification, image correlation (convolution, fil-
tering), scene segmentation, clustering feature en-
hancement, rendering, etc. [6]. Many existing al-
gorithmic implementions [3][5][7][9][11][12], could
be done thru parallel solutions. Moreover, different
techniques at different grain scale could be applied
depending on the particular task; some of them are
[4][22][23].

At this level any parallel model proposed not
depends directly from the mining model itself,
whereas it depends directly from any image pro-
cessing task involved at the processing phase. As
a consequence, any possible parallel model will be
closely related to the specific image processing task
to be done [10]; that is the reason because we do
not suggest any model. The best solution could be
to build a standard parallel image processing library
that enables to make parallel processing at different
combinations.

F. Some Results
Un analisis del sistema global (GPS) establece

que su costo esta determinado por la etapa de mayor
costo (introducir la formula de abajo)

cost(GPS) = cost(First Step) + max{cost(Stage j)}
∀j 1..3

Dadas las caracteristicas de cada uno de los stages
implicados en el sistema de mineria de imagenes,
es posible aplicar otro nivel de paralelismo. El
stage 1 es el primero en ser considerado por estara
intrinsecamente relacionado con el procesamiento
de las imagenes.
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El primer modelo de paralelismo local propuesto
(level 1), al ser embarransingly parallel, su costo
es igual a aplicar el stage 1 a I/p imagenes, siendo
I el nmero total de imagenes y p la cantidad de
procesadores.

cost(L1S) = cost(stage 1(
I

P
))

Por otro lado, el costo del sistema de nivel 2
se deriva directamente de su estructura pipelineada,
siendo:

cost(L2S) = cost(pipe fill) + max{cost(Task j)}
∀j 0..N

Finalmente, Si bien los modelos previamente
analizados optimizan al IMS, su costo puede ser
sensiblemente mejorado aprovechando las caracter-
sticas propias de cada tarea involucrada en la etapa
de preprocesamiento y extraccion de caracteristicas,
y quizas, una combinacin de ellas. Es por ello
que como primer paso en la implementacin de
una propuesta integrada se resolvi comenzar par-
alelizando a un nivel ms refinado, es decir a Level
3. Inicialmente se consideraron algunas tareas bsicas
de procesamiento de imgenes como la 2D convolu-
cin(FFT2D), el clculo del histograma de color(CH),
la equalizacin del histograma(CHE), la deteccin de
bordes(ED) y el difuminado de la imagen(S). Los
algoritmos resultantes siguen el paradigma farm
donde P procesos comparten la imagen de en-
trada N ∗ N y las comunicaciones involucran la
tranferencia de valores enteros. Por consiguiente,
cada algoritmo posee un costo individual que puede
indicarse de la siguiente manera:

cost(FFT2D) = 2cost(FFT1D(
N

P
)) + 3(P − 1)comm(

N

P
)

cost(CH) = cost(histogram(
N

P
)) + (P − 1)comm(#color)+

+ cost(join(parcial histogram))

cost(CHE) = cost(CH) + (P − 1)comm(1 +
N

P
)+

+ cost(equalization(
N

P
))

cost(ED) = cost(edging(
N

P
)) + (P − 1)comm(

N

P
)

cost(S) = cost(smoothing(
N

P
+ 2)) + (P − 1)comm(

N

P
)

(1)

Del conjunto de alogritmos seleccionados, puede
observarse que la FFT2D es la tarea ms costosa
y que todos los dems se mantienen sensiblemente
inferiores. Se podria generalizar que el costo de la
etapa de pre-procesamiento depende directamente
del conjunto de tareas seleccionadas. Una propuesta
mas refinada deberia intentar definir un valor invari-
ante de costo computacional para esta etapa.

IV. CONCLUSION

An image mining system presents numerous as-
pects feasible to be parallelized enabling not only
the use of different parallel paradigms but also a
combination of them at different levels.

This paper presents some proposed optimization
alternatives El artculo presenta diferentes alternati-
vas de optimizacin de la performance de un sistema
de mineria de imgenes, una de ellas relacionada
al sistema en general y las otras a una etapa en
particular, la etapa de pre-processing y extraccion
de caracteristicas de las imgenes.

Integration of parallel techniques into the image
mining process was analized. It was considered
from two points of view: global or local process-
ing (each task into the global processing). Local
analysis was focused on processing stage and three
parallel image mining system models were pro-
posed. They consider different parallel paradigms
and granularity.

At this time, a first total system attempt is been
developed over a cluster of 15 nodes. The earlier
predicted costs, besides they are general, are very
promising to be refined.
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Abstract-A network of autonomous directories forming a large-
scale distributed service discovery system is considered. In order 
to locate services efficiently in such large-scale systems, we 
propose to organize directories into Semantic Overlay Networks 
(SON) based on service ontology. The various SONs are further 
organized in super-peer networking structures. The focus is on 
the functionality for organization of directories into SONs and 
the use of SONs for efficient service discovery and efficient SON 
management. Efficient service discovery means high recall, small 
number of messages-per-request and small number of hops-per-
request. Efficient SON management is characterized by small 
management procedure overhead, small load factor and short 
self-organization time. Simulations indicate that, compared to a 
system based on a random overlay network, such super-peer 
based SON system can achieve high recall with small hops-per-
request value and significantly reduced messages-per-request 
value. Moreover, such system requires only a small management 
procedure overhead and the self-organization time is short both 
for SONs initial construction and reconstruction under dynamic 
node joining and leaving situations. Simulations also indicate a 
small average load factor. 

I. INTRODUCTION 

In a distributed service environment, service discovery is a 
core functionality to locate desired services. Service discovery 
is the process of finding the desired services by matching 
service descriptions against service requests. A service 
description provides service-related information which can be 
advertised by a service provider and searched during service 
discovery process. A service request represents user's service 
requirements. Both service descriptions and requests comprise 
information on functional and non-functional properties. 
Ontologies are the basis for adding semantic expressiveness to 
service descriptions and requests. An ontology is an explicit 
and formal specification of a shared conceptualization [1]. A 
service ontology is accordingly an explicit and formal 
specification of core concepts of the functional and non-
functional properties of service. An upper ontology of service 
is a model of common service-related concepts applicable to a 
wide range of domains. Semantic service discovery is a service 
discovery process based on ontology concepts. Likewise, 
semantic matching is the matching of service requests and 
service descriptions based on ontology concepts. 

Current service discovery protocols, such as SLP [2], Jini 
[3] and UPnP [4], are targeted for enterprise and home 
networks. They either rely on centralized entities for discovery 
or search entire local network by broadcast or multicast, thus 

do not suit for wide area discovery. UDDI [5], the standard for 
Web service discovery, is based on centralized registries, also 
facing the scalability and performance challenges when the 
amount and variety of services increase. Hence, an important 
research objective is the location of services in a large-scale 
system with a huge amount of a large variety of services 
efficiently, i.e. to answer service requests fast with low 
overhead. 

A large-scale service discovery system is considered, which 
consists of autonomous directories, where each directory has 
its own local registered service descriptions. We propose to 
apply semantic service discovery and to organize directories 
into Semantic Overlay Networks (SON). SON is a flexible 
network organization that logically connects nodes with 
semantically similar contents. The concept of SON is 
introduced in [6], which aims to improve query performance 
while maintaining a high degree of node autonomy. In this 
paper, a super-peer [7] based networking architecture is 
proposed for the various SONs. Super-peer architecture aims 
to combine the efficiency of a centralized approach and the 
scalability, load-balancing and robustness of a distributed 
approach. A super-peer architecture organizes nodes into 
hierarchy by utilizing the different capacities of nodes. Super-
peers are nodes with high capacity. The super-peers and other 
nodes constitute the service discovery system. The super-peers 
have special assigned functionality in the service discovery 
procedure. They are dynamically selected by some super-peer 
selection algorithm and do accordingly not constitute single 
points of failure.  

The focus of this paper is on the functionality for 
organization of directories into SONs and the use of SONs for 
efficient service discovery and efficient SON management. 
For the organization of directories into SONs, a shared service 
ontology based on a predefined service category hierarchy is 
used. The service descriptions are classified into service 
categories based on service ontology, and directories with 
semantically similar descriptions are grouped into SONs, 
where semantically similar means belonging to the same 
service category subtree. Each service request also identifies 
one service category. Service discovery based on SONs is an 
iterative process that can consist of several loops. Each loop 
has two steps. In Step 1, SONs which may contain relevant 
directories are selected. In Step 2, all the directories in these 
SONs are searched based on semantic matching. In each loop, 
the results are checked to see if enough number of matches is 
found. If not, more SONs are selected in new loops and until 
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enough number of matches is obtained. For SON management, 
a self-organizing process based on gossiping [8] is applied for 
the construction and maintenance of SONs. 

The rest of the paper is organized as follows: Sect. II 
discusses the system requirements, while Sect. III presents a 
model for such SON-based service discovery system. Sect. IV 
describes the super-peer based SON system. Experiments and 
results are described in Sect. V. Related work is discussed in 
Sect. VI followed by conclusions in Sect. VII. 

II. REQUIREMENTS TO AN EFFICIENT SON-BASED 
SERVICE DISCOVERY SYSTEM 

An efficient SON-based service discovery system must both 
be efficient with respect to service discovery and with respect 
to SON management. Efficient service discovery requires that 
relevant quality answers must be returned fast with small 
discovery procedure overhead. Efficient SON management 
means fast construction and reconstruction of SONs and small 
management procedure overhead.  

With respect to the efficient service discovery requirement 
two design requirements can be defined. 
• R1: The system should enable high probability 

searching with high recall.  
The number of SONs selected for answering a request 

should be small and at the same time contain directories that 
have a high number of matches. This is because that if the 
directories to which the request is sent have many 
semantically similar service descriptions (i.e. many possible 
matches), the request is answered fast. 
• R2: The number of SONs and the size of SONs must be 

small.  
Smaller SONs and fewer SONs reduce management 

procedure overhead. At the same time, fewer messages are 
required for answering a request, so the request is answered 
faster. Reducing SON connections per directory can reduce 
SON size. Shared service ontology with a predefined service 
category hierarchy is assumed. It is however inefficient to 
build SONs for each category. Aggregation of services into 
groups is needed, i.e. service categories at appropriate 
hierarchy level should be selected according to the service 
distribution so that the number of SONs and the SON 
connections can be reduced.  

III. SON-BASED SERVICE DISCOVERY SYSTEM MODEL 

A service discovery system Ψ can be modeled as Ψ = <O, 
D, L, F>, where O is the service ontology, D is a set of 
directories, L is a set of links that logically connects directories 
based on semantic similarity and F is a set of functionality.  

The service ontology O defines the service categories as 
well as other service related concepts in a hierarchical 
structure. The upper ontology of service s is defined as a tuple 
<c, p, op, qos, sp>, where c denotes the service category the 
service s belongs to, p the policies applied to s, op the 
operations s performs, qos the QoS parameters and sp the 
service parameters. As shown in Fig. 1, a service belongs to a 

service category, and has operations, policies, service 
parameters and QoS parameters. Each operation is defined by 
inputs, outputs, preconditions and effects. The set of categories 
{c} is connected by a rooted tree, the category hierarchy CH. 
The role and the use of the service categories are explained at 
the end of this Section. More details of definitions of service 
ontology elements and their application in semantic service 
discovery can be found in our previous work [9]. 
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Fig. 1. Upper ontology of service. 
 

D is the set of directories {di}. Each di maintains a set of 
service descriptions SDi = {sdj}. Each service description sdj 
belongs to one service category c, denoted as sdj→c. Each di is 
logically connected with a set of directories, called its 
neighbors Ni.  

L is a set of links {l} that logically connects directories 
based on service categories. A link l is a triple <di, dj, c> 
where di and dj are the logically connected directories based 
on a service category c. A link is symmetric, i.e., <di, dj, c> is 
the same as <dj, di, c>. A Semantic Overlay Network (SON) is 
represented by the set of links with the same c, SONc = {di, dj 
∈ D | ∃ a link l = <di, dj, c>}. Each directory can join one or 
several SONs.  

F is a set of functionality provided by the system, which 
includes seven operations as described as follows. Each SONc 
supports three operations:  
• Joinc(di, c): a directory di is added to SONc, which 

means to find a directory dj ∈ SONc so that a link <di, 
dj, c> can be added to the system Ψ. 

• Searchc(r, c): the service request r is sent to all the 
directories in SONc and a set of matches are returned. 

• Leavec(di, c): a directory di leaves SONc by simply 
dropping all the links di maintains. 

In addition to the above three operations related to SONs, 
the service discovery system also supports the following 
operations: 
• Register(sdj, di, c): a service description sdj is registered 

in a directory di with service category c. 
• Assign(di): a directory di is assigned to a number of 

SONs according to the service descriptions registered. 
In addition, SON memberships can be updated 
according to runtime situation. 
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• Discovery(r, c): a service request r with a service 
category c specified by the user is sent to the system for 
discovery and the results are sent back to the user. 

• SONselection(c): select the relevant SONs for a given 
service category c. 

The role and the use of the service categories can be 
explained as follows. In service ontology, the category 
hierarchy CH is defined and is referenced by both users and 
service providers when they define service requests and 
descriptions. Each service description is mapped to one 
service category when it joins the system. Each service request 
contains one service category cr which defines the range of 
services that the user is looking for. Each SONc is related to 
one service category c, which is the root of the category 
subtree from CH. Fig. 2 illustrates the category relations in a 
directory. The black circles represent categories related to 
service descriptions, while larger circles represent categories 
related to SONs. Each directory has a set of service categories 
from all the service descriptions registered in the directory (the 
set ServiceDescriptions). By aggregation of service 
descriptions according to their semantic relationships, a new 
set of categories (the set Potential_SONs) is obtained. This 
category set corresponds to potential SONs. Further applying 
join policies, a new set of categories of {c’} (the set SONs) is 
obtained (cf. Sect. IV.A). Each c’ corresponds to one SONc’ 
that the directory is member of. A directory joining SONc’ 
implies that it has enough service descriptions that fall under 
the subtree c’.  
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C1' C3'

C2'

Category Hierarchy

ServiceDescriptions={C2,C3,C5,C6,C13,C14}
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C11 C12

C15

Potential_SONs={C2,C3,C5,C6,C11,C12,C13,C14,C15,C1',C2',C3'}

 
 

Fig. 2. Category set examples as seen from one directory. 

IV. A SUPER-PEER BASED SON SERVICE DISCOVERY 
SYSTEM 

The architecture for a super-peer based SON service 
discovery system is illustrated in Fig. 3. Service descriptions 
are stored in directories, while service requests from a service 
discovery user are sent to the service discovery system via the 
edge directory. Directories are logically organized into SONs. 
Each directory can belong to several SONs. The capacity of a 
directory is characterized by the number of directories it can 
manage. Each SON has a super-peer, which is a directory with 
high capacity. Other directories in a SON are all connected 
with the super-peer and communicate via the super-peer. In 
addition, such super-peers are connected with each other for 
inter-SON communication. In other words, the super-peer can 
distribute messages within a SON as well as forward them to 
different SONs for global discovery. The inter-SON 

communication is basically broadcast-based, although other 
approaches can be applied, such as DHT (Distributed Hash 
Table) [10].  

Each directory in the service discovery system can have one 
or several of the following roles: service storage, edge and 
super-peer. Each directory has at least the role of service 
storage, which has the following functionality: 1) Registering 
service descriptions, 2) Assigning the directory to SONs and 
adapting SON memberships to dynamic changes, and 3) 
Accepting service requests from a super-peer and carrying out 
local semantic matching procedure. The directory that a 
service discovery user contacts also assumes the edge role, 
which will 4) accept the service request from the service 
discovery user, forward it to its super-peer (can be the same 
directory), and return the answers to the user. Furthermore, 
each SON has a super-peer, which has the following 
functionality: 5) selecting relevant SONs for discovery, 
forwarding requests to other directories in the same SON 
and/or other relevant SONs accordingly, and returning results 
back to the edge. A sequence diagram showing the 
interactions between different roles during service discovery 
will be given in Sect. IV.C. 

In addition, system functionality is needed for 6) SON 
super-peer network construction and maintenance, including 
directory joining and leaving. 
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Fig. 3. Super-peer based SON service discovery system architecture. 
 

Each service is registered in a local directory with a service 
category. Policies are applied when assigning directories to 
SONs. Service discovery requires the iterative selection of 
SONs and searching in each SON. In the following, 
assignment of directories to SONs, SONs construction and 
maintenance as well as service discovery are explained in 
more detail. 

A. Assignment of Directories to SONs 

To join the SON-based service discovery system, a 
directory needs to find out which SONs to join based on the 
service categories of the service descriptions contained in it. 
To meet requirement R2, a directory should first aggregate 
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service categories of all service descriptions stored in it into 
groups, and then select the best “representative” service 
categories to join SONs according to join policies. As services 
can dynamically join and leave the system, the services 
registered in the directories can change, causing SON 
membership to change. The join policies will thus not only be 
applied at startup, but also be applied dynamically for 
directories to adapt to runtime situation. 

1. Aggregation 
Aggregation is based on the semantic relationships between 

service categories. For two service categories c and c’, c’ ≤ c 
means c’ equals to c or c’ is a descendant of c in the service 
category hierarchy. To aggregate service descriptions, a 
service description sd will be placed in a group of service 
category c (denoted as sd⇒c) if (sd→c’) and (c’≤c). In other 
words, c is the root of subtree that c’ belongs to.  

2. Join Policies  
Assignment of directories to SONs is based on the group 

information which is the result of the aggregation. In the 
following three join policies Join1-Join3 are defined. The 
selection of join policies is determined by the distribution of 
services. If services are clustered, each directory contains only 
a few service category groups. Both the number and size of 
SONs can be small if applying Policy Join1. On the other hand, 
if services are evenly distributed, Policy Join2 and Join3 need 
to be applied to reduce the SON connections. 

Policy Join1: A directory di joins a SONc if it has a service 
description that belongs to group c, i.e. (di ∈ SONc) if (∃ 
sdj⇒c, sdj∈di). This is the most conservative policy, but it 
tends to produce many SON connections. 

Policy Join2: A directory di joins a SONc if the number of 
service descriptions that belongs to c is greater than the join 
threshold T, i.e. (di ∈ SONc) if (Count(sdj⇒c) > T). Such 
policy is good and practical for wide-area service discovery. If 
a directory di joins a SONc, this implies that di contains many 
service descriptions falling under the subtree c; therefore, 
selecting di for matching will provide higher number of 
matches than selecting the directories that are not members of 
SONc. Policy Join2 thus meets the high probability searching 
requirement (R1). The join threshold T is an adjustable 
parameter. Policy Join1 can be viewed as setting T=0. The 
value of T is important for the performance of SON-based 
service discovery system. Taking a high T value, SON 
connections can be reduced, and accordingly SON sizes are 
reduced (R2). However, for small groups of service 
descriptions that are not assigned to SONs, there will be 
possibility that such descriptions never be searched if they are 
not associated with any SON. In this case, Policy Join3 can be 
applied.  

Policy Join3: For service groups that do not have enough 
service descriptions, the directory will join a SON that 
corresponds to an ancestor of current service category.  

B. SONs Construction and Maintenance 

To meet requirement for efficient SON management, a self-
organizing process is applied for both SONs construction and 

maintenance based on gossiping [8]. It is an autonomous 
functionality determined by directories themselves and 
enables the updates of topology information. In particular, 
failed or leaving nodes are automatically deleted by the 
absence of information exchange. Initially, all the directories 
in the system decide which SONs to join (i.e. select 
appropriate service categories) according to the function 
described in Sect. IV.A. For each SON, one directory with 
high capacity will be selected as super-peer, while other 
directories are clients of the super-peer. Each super-peer has a 
maximum capacity which determines the maximum number of 
directories it can manage. If a large number of directories 
decide to join SONc, several super-peers may be needed. This 
means that there are several SONs corresponding to the same 
category c and each of them is managed by a super-peer. 

A modified version of SG-1 algorithm [11] is adopted for 
super-peer selection. This algorithm is based on gossiping and 
assures the dynamic selection of super-peers according to 
runtime situation. Each node periodically exchanges its 
current status information (called partial view) with randomly 
selected peer nodes, which contains information such as 
identifier, capacity, neighbors, SON memberships, current role 
in a SON (super-peer or client), and the number of clients they 
are serving. After exchanging views, nodes with available 
connections and higher capacity will be changed into super-
peers, and others are to connect to them as clients. 
Alternatively, a super-peer may decide to move all its clients 
to another super-peer with more capacity, and become a client 
itself. Such process continues until the system becomes stable, 
i.e., the minimum number of super-peers is selected. The 
super-peer selection process is also applied when directories 
join or leave the system (i.e. SON maintenance). In addition, 
each client periodically probes its super-peer to see if it is 
active. If the super-peer fails or leaves, the client can declare 
itself as a super-peer, and participate in the above super-peer 
selection process. For more details, please refer to our 
previous paper [12]. 

C. Service Discovery 

When a request is sent to the service discovery system, the 
discovery operation Discovery(r, c) is carried out by an 
iterative procedure consisting of two steps in each loop.  

1. Step 1: Select Relevant SONs 
This corresponds to the operation SONselection(c). Given a 

service request with category c, the system needs to map it to 
SONs which may contain relevant service descriptions. The 
selection of relevant SONs is determined by the semantic 
distance between c and cs (category for a candidate SON) in 
the CH. An iterative selection policy is adopted, which selects 
SONs associated with c, and both its descendants and 
ancestors c’ in an order that can enable high probability 
searching (R1). SONs most likely to answer the request are 
selected first to carry out Step 2 (cf. the following subsection). 
Then less probable SONs are selected until enough number of 
matches is obtained. In detail, given a request for category c, 
SONc (if it exists) is searched first. If not enough number of 
matches is obtained, SONs that correspond to c’s descendents 
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(if any) are searched. If still not enough number of matches 
returned, SONs that correspond to c’s ancestors are searched 
(if any, and from the nearest ancestor until the root of the CH). 
Such process continues until enough number of matches is 
obtained or every possible SONs are searched. Since the 
maximum size of each SON is determined by the capacity of 
its super-peer, there may be several SONs corresponding to 
one category c. In this case, each such SON is selected until 
enough results are obtained. 

2. Step 2: Search Each Directory in SONc 
This corresponds to the operation Searchc(r, c). Since each 

SON is managed by a super-peer, the super-peer will forward 
the service request to each directory in the SON. Then 
semantic matching is carried out in each directory. This is 
based on other service concepts than service category in the 
service ontology, such as operations, service and QoS 
parameters. The semantic matching is based on semantic 
similarity between ontology concepts. The results of a 
semantic service discovery can be ranked according to 
functionality similarity based on degree of match, which can 
be distinguished as Exact, Plugin, Subsume and Fail [13]. A 
match between a service description sd and a service request r 
can then be modeled as a function M(sd, r) = {1, if degree ∈ 
(Exact, Plugin, Subsume) | 0, if Fail}. Our previous paper [9] 
proposed an approach for semantic matching which is based 
on service ontology defined in Fig. 1.  
 

An UML sequence diagram for service discovery procedure 
is given in Fig. 4. The arrows with operation names represent 
operational messages, while arrows without names are the 
return messages, containing results for operational messages. 
The frame loop refers to a loop behavior, while frame opt 
means optional behavior. Fig. 4 shows that a service request is 
first sent from the service discovery user to the edge, then 
forwarded to super-peer1 (the super-peer of the edge, which 
can be the edge itself). The loop Discovery in super-peer1 
consists of iterations of SON selection, search within the same 
SON as well as forwarding the request to corresponding SONs 
(super-peer2) for search. At the end of each loop, the results 
are checked to see if enough number of matches is obtained. 

Discoveryloop

WithinSameSONopt

ForwardToSONsopt

service discovery user edge super-peer1 super-peer2 service storage

1 : discovery() 2 : discovery()

3 : SONselection()

4 : search()

5

6 : forward()
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10 : CheckResults()

11
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Fig. 4. UML sequence diagram for service discovery procedure. 

V. EVALUATION 
A. Evaluation Measures 

The service discovery system performance is characterized 
by: 1) Service discovery efficiency and 2) SON management 
efficiency. Measures for service discovery efficiency are: 
recall, messages-per-request and hops-per-request. Measures 
for SON management efficiency are management procedure 
overhead, load factor and self-organization time. 

Recall of a discovery process is the proportion of relevant 
service descriptions that are retrieved out of all relevant 
service descriptions. Higher recall indicates better discovery 
quality. Messages-per-request is the number of messages 
generated by the discovery system to answer a service request. 
This represents discovery procedure overhead. The larger the 
messages-per-request, the more overhead and longer time it 
needs to answer a request. Hops-per-request is the average 
number of hops for answering a request. The smaller the hops-
per-request, the faster the request can be answered. 

Concerning SON management efficiency measures, the 
number of messages sent per directory per round in order to 
maintain super-peer based SON structures is applied as a 
measure for management procedure overhead. The load factor 
is defined as the value of management procedure overhead 
divided by directory capacity. A small load factor indicates a 
small work load for a directory to maintain the super-peer 
based SON structures. As a measure for self-organization time, 
the number of simulation rounds for the system to stabilize is 
used. A smaller number of rounds indicate that the system can 
stabilize faster. 

B. Experiments 

1. Service Discovery Efficiency 
In these experiments, SONs are constructed first and then 

service discovery performance is evaluated in terms of recall, 
messages-per-request and hops-per-request. We have written a 
simulator in Java and used BRITE [14] to generate network 
topologies. Assume the classification of service descriptions 
and requests is correct and accurate, so that only one SONc is 
selected for Discovery(r, cr). The network size varies from 
1000 to 10000 nodes (directories), with 2500000 service 
descriptions falling into 250 service categories. 25000 service 
requests are randomly generated for each network size. Power-
law distribution on node capacities is applied. The maximum 
capacity is 2000. Since the number and size of SONs are 
influenced by service distribution, two cases are simulated: 1) 
uniform, where service categories as well as service 
descriptions are uniformly distributed to directories. This 
represents the case when services are evenly distributed; 2) 
power-law, where the distribution of service categories on 
directories follows power-law and service descriptions are 
uniformly distributed to categories in the directories. This 
represents the case when services are clustered. For each case, 
10 replications with different seeds have been conducted for 
each network size. The results of our SON-based system are 
compared with Gnutella-based [15] pure P2P system, where 
nodes are connected by a random overlay network and 
flooding is used for routing requests. Gnutella system is not 
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sensitive to service distribution. Its recall and messages-per-
request are determined by TTL (time-to-live) parameter.  

Fig. 5 shows the average number of messages-per-request 
for achieving recall of 1.0 for different network sizes. It shows 
that, to retrieve all relevant service descriptions, the average 
messages-per-request for Gnutella system is about 3 to 4 times 
of that needed for SON uniform system (i.e. SON system with 
uniform distribution), and about 7 to 46 times of that needed 
for SON power-law system (i.e. SON system with power-law 
distribution). SON uniform system needs about 3 to 10 times 
of the messages-per-request required for SON power-law 
system. As the network size increases, the overhead of 
Gnutella system in terms of messages-per-request increases 
much more than that of SON system. Assume the values of 
messages-per-request are normally distributed, the confidence 
intervals (CI) can be determined. Take an example, for SON 
uniform system with 1000 nodes, the average messages-per-
request is 861.7, its standard deviation is 7.16, and the 95% 
confidence interval will be 856.58≤CI≤866.82. 

Fig. 6 shows the average messages-per-request for different 
recall for network size of 1000 and 2000. It shows that, to 
achieve the same recall (by adjusting TTL for Gnutella system 
and join threshold T for SON uniform system respectively), 
the average messages-per-request sent by Gnutella system is 
about 3 to 4 times of that needed for SON uniform system. 
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Fig. 5. The average number of messages-per-request for recall=1.0. 
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Fig. 6. The average number of messages-per-request for different recall for 

network size 1000 and 2000. 
 

The number of hops for answering a request is determined 
by the hops to find the super-peer for SONc, i.e. by the inter-

SON communication. If flooding is used for inter-SON 
communication, the results from simulation give a hops-per-
request value between 4 and 5 for different network sizes. This 
indicates a service request in SON system can be answered 
fast. 

The size and number of SONs determine the messages-per-
request for discovery. If the SON connections per node are 
reduced, the SON sizes as well as the messages-per-request 
will be reduced. When services are clustered, each node will 
have a small number of service groups and will have a few 
SON connections. Table 1 shows the effect of service 
distribution and join policies on system performance for 
network size of 2000. The applied policy will be Join1 when 
the adjustable join threshold parameter T=0 and Join2 with 
T>0 (cf. Sect. IV.A.2). When the threshold parameter T=7, a 
node will only join SONc when it has more than 7 service 
descriptions belonging to group c. The SON connections per 
node and SON size will accordingly be changed by the 
variation of T. As a consequence, the service discovery 
efficiency measures will also change. Gnutella system is also 
listed for comparison and its recall and messages-per-request 
will be changed when adjusting TTL. As can be seen from the 
table, when applying Policy Join1 (i.e. T=0), the average SON 
size for SON uniform system is about half of the network size, 
while the average SON size for SON power-law system is 
about one-fiftieth of the network size. SON power-law system 
has smaller number of SON connections per node, and the 
messages-per-request is only about one-thirteenth that of 
Gnutella system (for same recall). SON uniform system has 
higher number of SON connections per node, and the 
messages-per-request is only about one-fourth of Gnutella 
system (for same recall). By applying Policy Join2 and 
adjusting T, SON connections are reduced, thus SON size and 
messages-per-request are reduced accordingly, as shown in 
Table 1 (SON Uniform, T=7). The recall is also reduced in 
this case; however, SON Uniform system needs only one-
fourth of the messages-per-request value required by Gnutella 
system to achieve the same recall. The recall may be increased 
by iterative selection of SONs for discovery (e.g. SONs 
corresponding to an ancestor of category c), but the messages-
per-request will also be increased. 

 
TABLE 1. SOME SYSTEM PERFORMANCE MEASURES FOR NETWORK 
SIZE=2000.

SON system 
Distribution T1 SONs/node2 SON size Recall Msg3 Hops4

Uniform 0 123 985 1.0 1349 4 
Uniform 7 65 521 0.77 884 4 

Power-law 0 5 42 1.0 405 4 
Gnutella system 

TTL5   Recall Msg3  
181   1.0 5281  

4   0.76 3751  
 

Note: 1. Join threshold parameter. 2. Average number of SON connections per node. 3. 
Messages-per-request. 4. Hops-per-request. 5. “Time-to-live” parameter. 

 
The results indicate that when services are clustered, SON 

system can improve discovery efficiency with high recall and 
significantly reduced messages-per-request. Even when 
services are evenly distributed, SON system still has better 
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discovery performance than Gnutella system, requiring much 
smaller messages-per-request. Moreover, policies can be 
applied to ensure a few SON connections per node and keep 
SON size small, so that messages-per-request can be reduced. 
There is however a tradeoff between high recall and small 
messages-per-request when services are evenly distributed. 

2.  SON Management Efficiency 
For these experiments, the PeerSim simulation framework 

[16] is used. To realize the Searchc(r, c) and Joinc(di, c) 
operations, a general super-peer based protocol for 
communication within individual SON is implemented and an 
existing implementation of Newscast – a gossip-based 
membership protocol [16] is used for inter-SON 
communication. Assume each directory joins one SON. SONs 
are constructed according to procedure defined in Sect. IV.B. 
Power-law distribution on directory capacities is applied. 
Simulation rounds for network sizes from 1000 to 50000 are 
carried out. To simulate dynamic behavior of the system, 100 
nodes are deleted while 50 new nodes are added to the system 
in each round from round 30 to round 35. 
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Fig. 7. Self-organization time (number of rounds) for different network sizes. 

 
Fig. 7 shows that our proposed SON-based system becomes 

stable in approximately 10 rounds in both SONs initial 
construction and reconstruction under dynamic situation. Fig. 
8 shows that average management procedure overhead is 
between 1 and 6. Fig. 9 shows that maximum management 
procedure overhead is usually below 15 for network 
size≤10000, and below 20 for network size=50000. Fig. 10 
shows the maximum and average load factor for each round 
for network sizes of 1000 and 5000. The average load factor is 
below 1 and maximum load factor below 13. It also 
demonstrates strong correlation with Fig. 7 and indicates a 
very small value of load factor when the system is stable and a 
relative high value during the self-organizing process for 
initial SONs construction and reconstruction under dynamic 
situations. This can be explained as follows. Most of the 
management procedure overhead is related to the super-peer 
selection process. Initially, nodes with low capacity also 
participate in this process. This leads to a high load factor 
value. After one message exchange, such nodes will be 
changed into clients, and leave the selection process. 

Gradually, only nodes with higher capacity (potential super-
peers) will participate in the selection process, reducing load 
factor (cf. Sect. IV.B). 
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Fig. 8. Average management procedure overhead for different network sizes. 
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Fig. 9. Maximum management procedure overhead for different network sizes. 
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Fig. 10. Maximum and average load factor for network size of 1000 and 5000. 

VI. RELATED WORK 

P2P-based service discovery systems have been proposed as 
promising solutions providing scalability and autonomy. Pure 
P2P-based service discovery systems [17] based on flooding 
for routing requests, do not rely on centralized entities and are 
well-suited for highly dynamic environments such as ad hoc 
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networks. However, flooding increases message overhead and 
is not suitable for wide area discovery.  

DHT-based P2P systems [10][18] can locate relevant nodes 
with a bounded number of messages by applying the DHT 
algorithm. However, as DHT is based on a single key value, 
DHT-based system can not process complex queries in service 
discovery (e.g. based on ontology). Moreover, DHT 
techniques either require a specific network structure or 
assume total control over the location of the data. The high 
maintenance cost for DHT-based index and the lack of node 
autonomy limits the scalability and the application to wide 
area service discovery systems.  

Lately several approaches have been proposed for creating 
and using clusters or SONs to improve search in P2P systems. 
SONs based on pure P2P systems (i.e. random overlay 
networks) have been proposed in [19][20]. In [21], clustering 
policies are proposed to generate semantic clusters in super-
peer networks. Our approach differs by clustering directories 
based on service category hierarchy. Furthermore, our 
approach considers the adaptation of SONs, where the number 
of SON connections and SON membership can change 
dynamically by applying join policies on each directory at 
runtime. In addition, the super-peers in our system do not 
index data of their clients and are mainly used to route 
requests to proper SONs.  

This paper adopts a modified version of SG-1 [11] for 
super-peer selection. A recent protocol and a natural evolution 
of the SG-1 algorithm is SG-2 [22], which introduces the 
notion of latency between peers and poses a QoS limit on it. In 
addition, SG-2 is strongly bio-inspired. 

VII. CONCLUSIONS 

Semantic Overlay Networks (SONs) have been proposed as 
the basis for improving the discovery efficiency in large-scale 
service discovery systems. The focus of the paper is on the 
functionality of the organization of directories into SONs and 
the use of SONs to locate services efficiently as well as 
efficient SON management. A super-peer based SON service 
discovery system is described. Aggregation and join policies 
are applied to ensure the SON size and the number of SONs 
can be small. The number of SON connections and SON 
membership can change dynamically by applying join policies 
at runtime. Iterative selection of SONs for discovery enables 
high probability searching. A self-organizing construction and 
maintenance of SONs ensures efficient SON management. 
The proposed system has been evaluated by simulations. 
Simulations indicate that such super-peer based SON system 

can significantly improve discovery efficiency by providing 
high recall with small messages-per-request and small hops-
per-request. The simulations also indicate a small management 
procedure overhead and short self-organization time. It also 
indicates a small average load factor. The results, however, 
indicate that a SON system has better performance when 
services are clustered than when services are evenly 
distributed.  
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Abstract - Balancing social and economic development with 

environmental conservation is a major challenge. There is a strong 

demand for software applications to determine the fundamental 

ecological niche of organisms. Such tools can help us to understand 

the occurrence and distribution of biological species, such as 

invasive or endangered species. The openModeller framework was 

developed to provide a software environment for conducting such 

analyses.  

openModeller (oM) is an open source static spatial distribution 

modeling framework. Models are generated by an algorithm that 

receives as input a set of occurrence points (latitude/longitude) and 

a set of environmental layer files. One of several algorithms can be 

used to produce a model and generate a probability surface. The 

algorithms evaluate the environmental conditions at known 

occurrence sites and then compute the preferred ecological niche. 

For optimizing the performance of oM a careful study of 

individual classes and the typical execution flow chart was 

conducted. In this study, the framework was divided into several 

components. A typical workload was defined with the help of end 

users. Preliminary results were produced that will be useful in 

identifying the components that can be processed in alternative 

parallel and distributed ways.  

These results were also used to propose a performance analysis 

model. The aim of the performance analysis model is to aid the 

development of an infrastructure that will deliver optimal 

performance, maximum system availability, interoperability and that 

minimizes financial costs.  

Aspect Oriented Programming and asynchronous message 

processing were used in order to identify the components causing 

bottlenecks. The results of this project will be used to design a 

parallel and distributed architecture to support oM analyses on a 

large scale (generating many thousands of models). On the other 

hand, the user interface application will be interoperable, allowing 

its utilization across different computer platforms. As the framework 

will be divided into components, and needs to be scalable, new 
functionalities can easily and efficiently be included. 

 

Keywords: Performance evaluation techniques, measurement and 

analysis, performance prediction, Aspect Oriented Programming, high 

performance and distributed application. 

I. INTRODUCTION 

The openModeller [1] project aims to provide a flexible and 

user friendly desktop application on the client side and a high 

performance server side environment where the entire process 

of conducting a fundamental niche modeling experiment can 

be carried out. The software includes facilities for reading 

species occurrence and environmental data, selection of 

environmental layers on which the model should be based, 

creating a fundamental niche model and projecting the model 

into an environmental scenario.  A number of fundamental 

niche modeling algorithms are provided as plug-ins, including 

GARP, Climate Space Model, Bioclimatic Envelopes, 

MinimumDistance and others. 

To produce the model and generate the projected probability 

surface of species occurrences, the system uses computational 

resources in an intensive way. The modeling process is 

complex and demands a lot of processing and time. The use of 

several processing units and the parallelism concept is a 

solution for reducing the processing time. Clusters of 

computers have been used as scalable servers to get high 

performance [2]. In parallel computing, the first task is to 

identify the components which demand a lot of processing and 

could be parallelized. 

Thus a detailed study of the system architecture is an 

important step towards configuring the computational 

resources for high performance. 

One of the major problems in evaluating the performance of 

a   monolithic application like openModeller is predicting the 

performance of each method to identify the bottlenecks. One 

approach to gathering these metrics is to divide the application 

into different functional components and then to host these 

components in a distributed architecture that implements inter 

process communication between the main process (the engine) 

and all the components. In this paper, several components were 

created, based on the existing libraries, and then hosted using 

Microsoft COM+ (Component Object Model) middleware 

architecture. The Goal of COM+ is to support the development 
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of components that can be dynamically activated and that can 

interact with each other [3]. COM+ itself is offered in the form 

of a library that is linked to a surrogate process specialized to 

accept a high volume of incoming inter process calls. Thus, 

from the main program, all the components are called in a 

distributed way, independently of their location. This 

technology, besides being a middleware platform for inter 

process communication, provides rich functionalities. For 

example, COM+ provides the interception mechanism that is 

essential for implementing the AOP (Aspect Oriented 

Programming) paradigm needed to instrument the 

openModeller components code. However, the COM+ 

mechanism by itself does not provide any support for 

performance analysis of component configurations. Instead, the 

AOP implementation provides performance analysis 

functionality. 

Thus, a methodology was devised to enable analysis of the 

performance of component-based applications and to collect 

data from components. To implement this methodology, it is 

necessary to acquire performance parameters for the 

openModeller framework. The authors implemented a solution 

to profile the performance of each component and its methods, 

to monitor the code at runtime to find time consuming methods 

and to return metrics such as memory and processor 

consumption.  

The two main techniques for evaluating application 

performance are sampling and instrumentation. The first 

approach usually maintains summary statistics of performance 

metrics, such as inclusive and exclusive time or hardware 

performance monitor counts [4], for routines in each thread of 

execution. Inclusive time means the amount of time spent in 

this function and all of its children. Exclusive time means the 

amount of time spent on this function alone. The function with 

the highest inclusive time is the function that has the most time 

between its entry and exit points, while the function with the 

highest exclusive time is the function that is actually doing 

most of the work. Performance evaluation tools either employ 

sampling of program state based on periodic interrupts or 

direct instrumentation. Sampling provides a fixed overhead and 

the accuracy of performance data generated depends on the 

inter-interrupt sampling interval. Here, direct measurement 

based on instrumentation techniques are considered, where 

instrumentation hooks are inserted at relevant program events. 

As the program executes, events or actions that take place in 

the program are inspected to characterize the program 

execution. In brief, sampling profiling captures program state 

by sampling at specified intervals (such as clock cycles or page 

faults) and instrumentation profiling inserts probes into the 

code to catch every single function call made by the program. 

This problem domain is an ideal application for the concept 

of AOP described by [5]. The AOP approach, in conjunction 

with Object Oriented Programming techniques and 

asynchronous messages processing architecture approach, 

proved to be an efficient way to collect performance data for 

each component and method as these techniques offer control 

over the granularity of instrumentation and decrease the level 

of overhead due to instrumentation, as we will show in section 

V. Overall, we believe that bringing the full richness of an 

AOP language to application performance management allows 

us to implement a rich feature set, and offers a level of 

flexibility and customization that is harder to achieve with 

other approaches. 

After running the application and recording performance 

metrics (referred to as evidence in this paper) the analysis of 

the evidence collected can be carried out without having to 

understand the work flow of the entire solution execution. 

Additionally, evidence can be analyzed on a per module bases 

removing the need to process enormous amount of 

performance information collected during the application 

execution. The other metrics, such as processor and memory 

utilization, was obtained from WMI API provided in the .NET 

Framework. The architecture and infra-structure prepared are 

detailed in sections V and VI. 

A back office visualization tool was developed to allow the 

consolidation of the results collected. The visualization tool 

also enables the location of the most important performance 

problems that occurred during the execution of the application. 

After locating the candidate bottlenecks, the next step is to 

understand the causes of those performance problems. Typical 

causes are unnecessary memory allocation and extensive use of 

recurrence. 

    This paper provides an overview of openModeller system in 

Section III, explaining the workflow of a typical execution, 

from the reading of input data to building the projection. The 

performance evaluation process is detailed in Sec. IV, where 

were discussed the importance of collect performance 

evidences and the methods used, like AOP, WMI and message 

processing techniques. The infra-structure implemented to 

allow the performance evidence gathering and its analysis was 

presented in Sec. V. In section VI the models representation 

derived from the whole study is discussed. Finally, the Sec. VII 

concludes this work. 

II.   RELATED WORKS 

There has been a significant amount of research in the area 

of computer systems performance analysis. The use of AOP as 

an instrumentation technique was studied by [6].  Davies  et.al 

studied the capability of the AspectJ toolkit to analyze code, to 

explore caching opportunities and to improve application 

performance. But in the case of openModeller system, the data 

are always generated dynamically, so the use of cache to store 

results for prior computation is not a good strategy.  

In reference [7]  the authors discuss their experiences in 

using AOP in the field of application performance management 

that were gained during their development of an open-source 

J2EE performance management tool called InfraRED. 

According to the authors, application performance 

management (APM) is a classic crosscutting concern that is 

well suited to the use of AOP. There are several requirements 

for an APM tool such as basic timing and usage information, 

separating statistics by layers, and tracing remote calls, and 

112



gathering statistics about the persistence tier, where AOP can 

be used as an effective implementation technique. 

Reference [8] describes a methodology for predicting the 

performance of component-based applications, studying the 

characteristics of each assembly (in Microsoft Framework 

.NET, the term assembly is used to define a component that 

was developed using the .NET technology), building assembly 

performance profiles and connections to help in predicting 

performance. This methodology can be very useful only in 

early phases of development: at the conception or design stage 

of a process development life cycle and to measure 

performance against the required performance desired by the 

software architects and the system users. The openModeller 

architecture is still in development, so this first performance 

study was useful to get some ideas and to follow the 

recommendations to propose the new architecture and 

infrastructure for the openModeller system. 

Research by [9] has shown that AOP does not necessarily 

introduce severe performance penalties. Experimental results 

were obtained from a benchmark, comparing code with no 

aspects against code with AOP techniques. The overhead with 

the introduction of aspects in component based software is 

acceptable and, in this way, can be used to collect logging 

information such as performance data.  

To accurately answer the openModeller performance issues, 

we proposed a methodology which combines the AOP 

techniques to instrument the code and to collect the 

performance evidences with a multithreaded model to decrease 

the overhead introduced by AOP instrumentation and its 

interceptions. Although this work presents the openModeller as 

case study to apply the methodology and to validate our 

approach, the techniques can be used by others open sources 

projects to support the decision making in order to reach the 

highest scalable architecture and to answer questions about 

performance problems. 

III.   FRAMEWORK OPENMODELLER: AN OVERVIEW 

openModeller is a fundamental ecological niche modeling 

framework that provides a uniform method for modeling 

distribution patterns using a variety of modeling algorithms. A 

number of fundamental niche modeling algorithms are 

provided as plug-ins, including GARP, MinimumDistance, 

Climate Space Model, Bioclimatic Envelopes, and others. 

The openModeller framework provides an interface that 

aims at a flexible, user friendly, cross-platform environment 

where the entire process of conducting a fundamental niche 

modeling experiment can be carried out. The software includes 

facilities for reading species occurrence and environmental 

data, selection of environmental layers on which the model 

should be based, creating a fundamental niche model and 

projecting the model into an environmental scenario.    

 

 
Fig. 1: The steps to build the probability distribution 

 

Ecological niche modeling is typically a two-stage process. 

In the first stage, a model is constructed. In order to derive the 

ecological niche model, openModeller requires as input a set of 

points of species occurrence (latitude/longitude) for a given 

region. A second input required is a collection of one or more 

environmental layers (in the form of raster surfaces). Typically, 

these rasters will contain climatic variables such as temperature 

and rainfall. Abiotic rasters can also be used – for example 

representing topography or soil properties.  The environmental 

layers are sampled at each site where an occurrence for the 

species under study has been observed. These environmental 

samples are then passed to an algorithm (for example Bioclim) 

which uses the samples to construct a model that describes the 

environmental preference or 'niche' of the species. In the 

second stage, this model is 'projected' into any geographic 

region containing a compatible set of environmental variables. 

The output from this process is a new raster layer, where each 

cell in the raster is assigned a value that represents the 

probability of the species occurring there. 

The process of using the AOP profiling techniques follows 

the same steps described for the niche modeling. The 

researcher must: 

 

1.    provide a set of occurrence points for the species; 

2. provide a set of environmental layers (rainfall, 

temperature etc.); 

3. choose an algorithm to be used to construct the niche 

model, and select appropriate parameters for the 

algorithm; 

4. generate the ecological niche;  

5. use the generated model to calculate a probability of 

occurrence surface by projecting the model into a set 

of set of environmental layers for a given region.  

 

    The probability surface generated by openModeller is a 

gray-scale TIFF or Erdas Imagine '.img' file. The probabilities 

are expressed either as scaled integer values in the range 

[0,255] or as floating point numbers in the range [0, 1].  

Thus, the architecture of openModeller can be described by 

the following items: 

 

 - A controller application: This could be a graphical 

user interface, a command line application or similar 

application that invokes operations on the openModeller 

library.  

 - openModeller Library: handles input / output of 

model data, sampling of environmental values at species 

occurrence points and delegates the task of constructing 

the model to the algorithm plug-in; 

113



- Algorithms: implement a standard application program 

interface (API) and contain logic for constructing an 

ecological niche model and returning the probability of 

occurrence given a set of environmental conditions. 

Auxiliary libraries:   

GDAL: Provides low level IO support for raster 

layers;   

EXPAT: An XML parser for reading 

configuration files; 

GSL: Mathematical library used the Climate 

Space Model algorithm. 

  

 
Fig. 2 – Architecture of openModeller 

 

In certain cases the process model creation and projection 

can take several days of processing time. In many cases, the 

scientists and researchers need to build the projection using 

different algorithms to compare the results. 

For example, to model the potential distribution of the 

Maned Wolf (Chrysocyon brachyurus)) in South America, a 

text file containing points of known occurrence was created. A 

data set of 13 environmental layers (maximum and minimum 

temperature, altitude, rainfall, etc) for the region was prepared. 

 

 
Fig. 3: Occurrence points used to create an ecological niche model for the 

Maned Wolf (Chrysocyon brachyurus) 

Once the input data was prepared, the next step was the 

algorithm selection stage. The Climate Space Model (CSM) 

algorithm was chosen, with its parameters left at their default 

values to create the model. The CSM algorithm is a principle 

components analysis based approach to distribution modeling. 

The result of the model creation process was an XML file 

containing the model definition, and .tiff image representing 

coverage of probability of occurrence for the Maned Wolf. 

 

 
Fig. 4: The model projection rendered as a probability surface for the 

Maned Wolf (Chrysocyon brachyurus). Red indicates more suitable areas the 

species could potentially inhabit. Blue indicates less suitable areas. 

 

In this simple example, openModeller took approximately 

one hour to generate the model and to create the projection. 

Using the same set of occurrence data, but with 19 

environmental layers and using the GARP algorithm, the 

system took more than 5 hours to present the results. 

In this context, it can be seen that building a performance 

profile and identifying parts of the code that can be optimized 

can be a useful way to reduce wait times for model 

computation. In order to minimize this execution time to 

enable analysis which demands a lot of processing time, as 

well as analysis using several algorithms and distinct set of 

layers, the computing system should provide the following 

features:  

• Simultaneous processing of multiple jobs to 

provide information for analysis. 

• Exploitation of the parallelism in modeling 

algorithms as well as in the projection of the model 

on any geographical areas. 

So, in order to provide the requirements, the execution 

platform is a cluster of computers where each computer 

contains dual dual-processors.  

In the next section, there is a description of how the work 

went about building the performance evaluation framework. 

IV. THE PERFORMANCE EVALUATION PROCESS 

Prior to starting the performance evaluation process, a 

detailed study of the openModeller execution flow was carried 

out. The scientists and researchers that actually use the system 

were interviewed. They were asked to identify time consuming 

activities and to provide some examples of workload that they 
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usually submit to the system.  The user interviews provided 

important domain context while proposing a new 

openModeller system architecture that could meet the 

requirements of scientists and researchers.  

The first step in conducting a performance evaluation was to 

divide the openModeller Framework into separate components 

(based on the libraries already used by the monolithic 

openModeller architecture). These components were then each 

installed and configured within a COM+ environment host. 

Following this component distribution and configuration, the 

code was instrumented using AOP techniques. This provided a 

detailed break down of the length of time that each method in 

each component ran for and thus, a preliminary estimate 

indicating which part of a submitted job takes the most time. 

In addition to time based metrics, the AOP techniques used 

the resources from the WMI API in order to capture other 

metrics and application statistics. The Windows Management 

Instrumentation (WMI) API is a powerful and sophisticated 

instrumentation mechanism provided by the Microsoft .NET 

framework. These additional metrics included processor and 

memory utilization and the amount of traffic exchanged (the 

throughput) between the components. WMI provides 

consistent programmatic access to management information in 

the application. Thus it was possible to use a single consistent, 

standards-based, extensible and object-oriented model to make 

the openModeller system more manageable.  By using the 

WMI object model, it was possible to discover and traverse the 

relationships between managed objects. Using the Windows 

administrative performance tool, some metrics were collected 

and persisted in to posterior analysis.  

The performance evaluation process used real data for its 

workload. This approach ensured that the samples used in the 

performance evaluation process are a reliable indicator 

reflecting the real environment where the application will be 

used. At least three real workloads for each modeling 

algorithm were tested to be sure that all parameters and 

arguments that affect performance were considered. 

  

A) The use of AOP for collecting performance evidence 

 

The AOP techniques were used because no severe 

performance penalties were introduced in the openModeller 

application. Through AOP techniques it is possible to intercept, 

for instance, a method call and get the time that this method 

takes to execute.  

AOP was developed to capture the concerns that are not 

captured by traditional programming techniques, like object 

orientated programming (OOP). A 'concern' is a goal, concept 

or area of interest. When a concern affects multiple 

implementation modules throughout a program, it is called a 

'crosscut'. AOP provides a way to place the code of these 

crosscuts in a single place (for instance, a specialized logging 

class). A 'join point' is a defined point in the program flow. A 

join point is generally a method call or a method execution. A 

'point cut' isolates one or more join points and retrieves run 

time values, like arguments, return values and thrown 

exceptions. 'Advice' provides a mechanism to define additional 

behaviour and is used to implement the crosscutting behavior. 

Advice brings together a pointcut and a piece of code, which 

runs at each of the join points defined by the pointcut. Most 

AOP suites have the following kinds of advice:  'before', 'after', 

'after returning', 'after throwing' and 'around'. 

In this research, a timer variable to zero is set before a 

method execution, the timer is started and then the counter is 

stopped when the method returns. The timer result, the 

component and method name are then passed as arguments to a 

specific method in the aspect. 

An aspect is a container for all pointcuts and advice that 

implement a single crosscut. An aspect can usually be defined 

as a class, so it can have methods and fields in addition to the 

pointcuts and advice. 

In the aspect class, a method was implemented to generate a 

message with the information received (the arguments). This 

method also instantiates the WMI objects that will monitor the 

computational resources consumed. A method in the aspect 

class is responsible for putting the generated message in a 

message queue application asynchronously (MSMQ). Another 

process is responsible for polling the queue of the MSMQ, 

capture the messages and persisting them in a database system. 

A back office application was developed to query the database 

and report on the execution flow with each method's duration. 

To analyze the resource consumption, the Perfmon snap-in 

(provided in most of Windows operating systems) was used.  

With this information, it could be determined where the 

program execution takes the most time and research a way to 

optimize or parallelize the code. Through the evidence 

collected by the WMI instrumentation, a code review should be 

performed to avoid unnecessary memory use, avoid excessive 

round trip communication between the components and, based 

on the CPU utilization, define an ideal architecture and 

configuration to distribute the components among the servers. 

Furthermore, as these libraries were divided into different 

components and those components hosted in a container to 

allow inter process communication, the throughput in 

megabytes exchanged between the components and the main 

application was monitored. This information was very 

important in the decision-making process about the distributed 

infrastructure of the components and the servers. 

 

B) Presentation of collected evidence  

 
One of the most important steps in every performance 

evaluation study is the way the final results are presented to the 

analysts. The openModeller back office application was 

developed to allow the analysts to consolidate the data 

collected in a structured way.  The application queries the 

database where the performance data were persisted and then 

presents those data in a way that represents the workflow of the 

openModeller execution.  

Based on the evidences collected, five categories (System 

calls, Auxiliary components, Projection building, 

lib_openModeller library and Modeling algorithm) were 

created with the purpose of discovering and dividing the 

bottlenecks in the program workflow. The next 3 figures show 
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the results analyzed and point the categories with high 

execution time: 

 
Specie: Furcata boliviana – 1 Layer: 

 
 

Specie: Furcata boliviana – 23 Layers: 

 
 

Specie: Furcata boliviana – 41 Layers: 

 
 

Fig. 5: The figures show where the openModeller whole process execution 

takes more time to be processed 

 

After the knowledge of the results provided by this back 

office application, the methods with high execution time were 

studied one by one to inspect which approach can be applied to 

increase the whole application performance: parallelism, 

distribution between the cluster nodes, code optimization, etc. 

In case of parallelism approach, we concluded that GARP 

algorithm is a good choice to be parallelized due to its highest 

percentage of run time when compared with others modeling 

algorithms, as showed in the figures. The new resulting 

algorithm, the P-GARP (Parallel GARP), and its performance 

comparison is presented in [10]. 

 

 

V.  INFRA-STRUCTURE IMPLEMENTED 

 

To minimize the impact of performance penalties with the 

introduction of instrumentation, an asynchronous message 

processing approach was implemented. 

In this way, the user starts the process, and as the component 

methods are called, the AOP class implementations are called 

in a separate thread. A message is built containing the time 

consumed by the method. The WMI API is then called to 

profile the metrics used and, in sequence, puts this message in 

the Microsoft Message Queue. Parallel to this execution thread, 

the main thread, which is executing the openModeller 

algorithm, continues processing normally.  

 A Windows Service application (known as an NT service in 

Windows systems) was developed to catch the messages stored 

in a private queue at the MSMQ and persist them in a database 

for further analysis. The service continuously polls the 

message queue, gathering the messages in 5-minute intervals. 

The polling interval can be configured with an XML file. Thus, 

the messages generated by the AOP instrumentation are stored 

at the Message Queue and stay there until the service runs and 

retrieves the messages to be persisted. To avoid concurrence 

for  computational resources between the openModeller system 

and the infra-structure process, like MSMQ and the 

LogService, both these services were configured to run in the 

background; in the other words, they were configured to run 

with less priority than the openModeller system. 

 The next figure shows the workflow of the architecture and 

infra-structure implemented to enable the gathering of 

evidence related to the performance evaluation process. To 

better understand the whole process, a brief explanation of 

each step, from 1 to 5, is provided below. 

 

 
Fig. 6: The architecture and infrastructure designed and implemented for 

the openModeller performance evaluation process 

 

The performance evaluation process consists of 5 steps, 

described bellow: 

- Step 1: The user submits the input data to the 

openModeller engine installed in his desktop; 

- Step 2: The openModeller engine, that is a 

console application, invokes the components 

installed at the COM+ container, to build the 

model and the projection. As the components 

process the input data provided by the user, these 

components return a progress status of the 

computation. This status is provided to the user in 

his screen; 

- Step 3: Each method of the components hosted at 

the COM+ are intercepted by the COM+ 

mechanism and each crosscut is created by the 

AOP mechanism implemented in a different 
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processing thread. The AOP class 

implementations collect the metrics and 

synchronize with the WMI provider. In sequence, 

a message is generated with evidences and is sent 

to the MSMQ engine, to be stored in a private 

queue; 

- Step 4: The Windows service, in this paper called 

LogService, polls the queue according to the 

configuration specified and retrieves the 

messages that were stored there. This processing 

is always executed in low priority, to avoid 

interference from the evaluation process and to 

avoid using excessive computational resources.  

- Step 5: The process keeps running and catching 

the messages for the time specified in the 

configuration. After this time has elapsed, the 

LogService sends these messages to the database 

system to be persisted in an appropriate table. 

After all the messages are sent to the database, the 

LogService comes back to idle status.  

 

 In order to show the efficiency of this new technology 

devised, two experiments were tested. Both experiments used 

three modeling algorithms (BioClimate, GARP and 

MinimunDistance) with 23 layers as arguments. The specie 

studied was Furcata boliviana. The execution time of the first 

experiment (only the oM code) was compared with the 

execution time resulting from the other experiment, where we 

introduced the instrumentation code to get the evidences. The 

next figure presents the differences between two experiments 

and show that there is no great impact in the whole application 

execution time when the instrumentation code was inserted. 

 

 
Fig.7: The overhead in execution time due to instrumentation code 

 

 

VI. THE SIMULATION MODEL OF THE DISTRIBUTED 

ARCHITECTURE 

 

The main idea of this model is to allow the simulation of the 

system and analyze different component system configurations 

over the high performance infra-structure. This model is a tool 

for support decision to define the best distribution of the 

components of openModeller and identify possible bottlenecks.  

To define this model, an abstraction of the main components 

of the system that will use the high performance infra-structure 

was necessary. 
The analysis of collected data allowed the building of a 

prototype of a distributed architecture to make openModeller 

more scalable and efficient. In this prototype, the researchers 

and scientists no longer need to install the whole 

openModeller, including the libopenmodeller library and the 

auxiliary libraries in their desktop, in order to build and project 

the model. Only the user interface and a simple component to 

read, parse and verify the consistency of the arguments are 

needed. This simple component also submits the necessary 

input data to the openModeller system, which is now a remote 

service, hosted in an infra-structure dedicated to processing 

openModeller requests. These remote servers provide more 

powerful computational resources than the user's desktop.  

On the server side, architecture with two layers was 

proposed. The first layer consists of the Web Server with a web 

service proxy application and a component (represented as the 

message switch in the logical diagram above) responsible for 

deciding which modeling component should be invoked. In 

this layer, the web services security approaches, such as 

authentication and authorization, were out of scope.  

The second layer is the core of the openModeller request 

processing subsystem and can be composed of several servers 

hosting different modeling algorithms. This layer represents 

the main module of the architecture. 

The following diagram represents a logical division of the 

openModeller system in a distributed way: 

 

 
Fig. 8: The architecture to improve openModeller performance through 

componentization and processing distribution 

 

Based on this architecture, this research represents the 

simulation model of the software components (see Figure 9). 

This model is based on closed network queues, where each 

queue represents a software component of the system. 

Following this model, the users send requests from Desktop 

openModeller to components in the High Performance 

Distributed Architecture (HPDA) (1) and receive responses 

from the HPDA (2). The HPDA server decides which 
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component will be requested, that could be an algorithmic 

request, projections or responses to the users. 

 

 
Fig. 9: Simulation model representation of openModeller System. 

 

VII.  CONCLUSION 

 

This research was very useful to provide the openModeller 

application with architecture and infra-structure highly scalable 

and available and in agreement with the biological researches 

and scientists necessities, through parallel and distributed 

processing. Thus, these architecture and infra-structure 

implemented allowed simultaneous processing of multiple jobs 

and parallelism in the GARP modeling algorithm, implemented 

in [10].  

The AOP technique to instrument the code has proved to be 

an efficient and original way to collect performance data as it 

could control the granularity of data collected through 

interception mechanism provided by the COM+. The 

asynchronous message processing used in the AOP 

implementation decreased the interference of this 

instrumentation in the end results. The application back office 

helped the analysts to quickly find the bottlenecks in the 

systems and to propose a way to turn the code more efficient. 
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