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Abstract—Connectivity management in heterogeneous wireless
networks can be done combining context-aware techniques,
aiming at perform optimal handovers. For instance, mobility and
QoS predictors use, as input, georeferenced historical network
context data. Moreover, the predictor’s accuracy is strongly re-
lated to the quality of this required data set. Wireless connectivity
context data is composed by date, time, geographical localization,
and QoS metrics, to cite the most common. Usually, these data are
available in public databases with considerable size and hardly
updated. Nevertheless, few efforts are directed to improve the
quality, freshness and handiness of this fundamental source of
information. In this work we propose a community-based solution
to allow mobile users collaborate to discover wireless connectivity
islands. Also, we introduce a smart way to summarize and
delivery connectivity context data. It is result of a prototyping
effort and we focus the discussion on its feasibility in terms of
storage size, power consumption and QoS metrics.

Index Terms—Connectivity management, IP connectivity, vir-
tual community.

I. INTRODUCTION

Advanced connectivity engineering is leading to improved
bandwidth, coverage, and mobile access, but it is, also, getting
expensive, in terms of both capabilities and cost [21]. Gather,
store, synchronize and process network context data are funda-
mental functionalities of several context-aware wireless con-
nectivity management solutions, e.g. [2], [9], [12], [15], [23].
While the mobile user is roaming, the current and historical
connectivity context data (also referred as mobility informa-
tion or profile) is used, as input, by handover mechanisms,
mobility predictors, QoS predictors, and mobility management
standards and protocols.

The most common source of this kind of data are the
searchable wardriving [13] databases. It, usually, has a con-
siderable size, become outdated quickly and just provide basic
information, such as the ones in 802.11 beacon packages [10].
Another problem is that these mobility techniques have their
costs higher than their gains. More complex techniques may
be preferred for more accurate estimations but they usually
require more history information, more computation time,
and more sophisticated parameter configuration [9]. However,
while the user is moving there may not be enough time to the
mobile device perform such complex processing.

In our previous work [11], we proposed a community-
centric way to handle the context data used to manage
IP connectivity in heterogeneous wireless environments. We
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introduced a graph based model to represent mobile user’s
IP connectivity experiences and use it as social media. Each
mobile user is member of a virtual community, and all their
time-spaced set of IP connectivity experience is represented
as a digraph called connectivity path. These experiences are
uploaded to the community and an algorithm is applied to
combine them in a connectivity graph that is the media
socialized.

In the current work, we started with the hypothesis that
people will have their opportunities of communication and
collaboration enhanced inside smart environments, such as
houses, shoppings, universities and hospitals. Virtual commu-
nities can be a key tool to achieve it, and it is an interesting
place to store, combine and share wireless network context
data. We verify the feasibility of put people to collaborate in
order to improve their wireless connectivity experiences inside
a smart and virtual environment.

Most of the context-aware solutions uses raw QoS historical
data or preprocess it using statistical tools like averages and
probabilities. In this work, we studied how this kind of
database can grows in function of time and in function of
the probability of the mobile device take a connectivity op-
portunity during a roaming. We also propose a smart delivery
system for those data, also called IP connectivity experiences.
The ultimate goal is improve the quality of this set of data in
terms of updatability, handiness and size.

The valuable contributions of the current paper is the
summarized connectivity graph that leads to less storage size
and power consumption. It is applied inside a feedback loop
that, also, converges to better QoS metrics. This is the result
of a prototyping effort using PDAs and its specifics APIs
to gather connectivity context data at the client side, and
common web technologies at the server side. We faced some
implementation and execution issues during the prototyping
and experimentation phases. This experience motivated us to
discuss the feasibility of our solution, and we believe that it
can be useful for similar approaches.

The rest of this paper is organized as follows. In Section
II, the main related works are examined. The fundamental
concepts related to connectivity management are discussed in
Section III. Section IV describes our community-based solu-
tion. In section V, we discuss the feasibility of the proposed
approach. Finally, conclusions are given in Section VII.



II. RELATED WORK

Several works in the literature proposes manage wireless
connectivity combining QoS historical data, mobility predic-
tion and handover mechanisms in a context-aware way. Most
of them agree that an ideal connectivity management would
be possible if, before the current access point (AP) becomes
unusable, the device knew which AP it will use next, had
already completed association, and had already received a IP
address [12]. One of the most studied problem is define which
AP will be the next one during an arbitrary roaming.

Some works, [14], [15], [23], exploited the knowledge
of mobility patterns in order to properly allocate network
resources and enhance the performance and QoS experienced
by applications in a mobile device [15]. For Cheng et al., in
[4], the mobility prediction algorithms usually consist of two
steps: to assign conditional probabilities to the elements of a
given the users movement history, and to use these values to
predict the next term in the sequence.

Yami et al., in [23], proposed a scheme based on user
mobility profile to allow call admission resource reservation in
celular networks. These profiles are used for path prediction
and contain frequent paths and their associated probabilities
and the information related to mobile user’s behavior. The
mobile device will have the responsibility to collect the
mobility data of a user that uses this mobile device. The
method guarantees that the bandwidth allocated to a real-time
call never drops below the minimum bandwidth requirement
of the call ensuring that the corresponding application can still
function at an acceptable level [23].

Prasad et al, in [15], have proposed a generic framework
for modeling and prediction of user movement in wireless
networks. We have used a hidden Markov model to perform
mobility prediction in a wireless network in conjunction with a
closed loop feedback control system. The proposed scheme is
computationally simple and can be incorporated into existing
wireless network architectures. The main advantage of this
technique is that it is a general framework and can be used to
effectively manage mobile users in a network. It make use of a
predictor that can accurately estimate the next location visited
by a mobile user, given current and historical movement
information. In sequence, a feedback control system provides
information regarding network resource and utilization for
better overall resource management.

Nicholson et al., in [12], explore mobile devices with
multiple network interfaces that perform the MAC layer in
software. Juggler is a link-layer implementation of an 802.11
virtual networking service. The ultimate goal is enhance data
throughput when wireless bandwidth is superior to that of
an APs wired, backend connection, by striping data across
many networks. To do it, Juggler switches between wireless
networks in just over 3 ms, or less than 400 ms if networks
share the same wireless channel. They show how mobile
clients can enjoy nearly instantaneous 802.11 handoff by
reserving 10 percent of the radio duty cycle for background AP
discovery, while minimally impacting foreground transfers.

III. BACKGROUND

During the design and implementation of our solution we
reused and adapted several ideas, standards and mechanisms,
previous published. The majority of these works are related
to connectivity management in heterogeneous wireless en-
vironments. Connectivity management focuses primarily on
mobility and network QoS mechanisms needed to access ubig-
uitous services offered through pervasive smart spaces [20].
For this work, the fundamental components of connectivity
management are: mobility prediction, handover mechanisms
and mobility management as presented in Fig. 1 (1). In
addition, the Fig. 1 (2) shows the historical context database in
the center of a control loop, where all entities store or search
data there.
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Fig. 1. Fundamental components of the connectivity management (1), and
the execution loopl and data flow among them (2).

Mobility prediction models are applied to predict the
user’s geographical localization, generally, aiming at pre-
provision network resources in an eventual handover. When
the user reaches a location where the current network does
not fulfill the application’s QoS requirements, it is necessary
to activate a handover mechanism. In order to keep the
transport connections alive it is necessary to make use of a
mobility management mechanism, like Mobile IP at layer
3 or TCP Migrate [18] at application layer, to cite two.
Moreover, an evolving standard, called IEEE 802.21 [8], aims
seamless roaming between heterogeneous networks enabling
information exchange cross network layers.

In the following subsections, we present these essential
components. They provide the basic knowledge and infra-
structure used to design and implement our solution at appli-
cation layer. The subsections are organized in 3 main topics:
mobility management, handover mechanisms and mobility
prediction.

A. Mobility Management

While on the move, a user cannot rely on a single wireless
network, but must exploit a wide variety of connectivity
options [14]. In addition, it is necessary maintain all the user’s
connections alive when the mobile device reconnects from one
network to another. The mobility manager focuses on enabling
different mobile networks to interoperate with each other at
lower layers to ensure terminal and personal mobility [3].

During the design phase, we had in mind that the action
of change the point of attachment, also called handover
or handoff, triggers a set of mechanisms to keep the user
connected. First, the physical connection must be handled (at
layer 1 and 2) and, in sequence, the IP connections (layer 3)



need to be managed to not disrupt any transport connection.
To do it, there is a developing standard called 802.21 at layer
1 and 2, and mechanisms such as Mobile IP at layer 3, both
are briefly described in the following.

The IEEE 802.21 draft standard describes a media inde-
pendent handover architecture that provides link-layer services
to enable handovers among different radio air interfaces [8].
In addition, the standard is capable of exchange networks’
information to upper layers, aiming at optimizing handovers.
An interesting scenario is the inter-radio mobility between
802.16m (100 Mbps, 250km/h) and 802.11 VHT (1 Gbps, low
velocity) that will satisfy both the low-mobility and fully mo-
bile user velocity versus data rate requirements [6]. This type
of efforts justifies the several researches related to context-
aware handovers management being conducted, because in a
near future will be possible deploy and test them effectively.

One layer up, mobile IP provides layer 3 mobility to allow
mobile devices to roam around wireless LANs maintaining
intact all transport sessions [24]. After a handover, the mobile
device react sending bind updates to its home agent and its
correspondent nodes independent of the locality and magni-
tude of its movement. Consequently, the same level of package
signaling load is introduced in the network regardless the
user’s mobility pattern [1]. This problem motivates the many
efforts addressing scalability and performance transparency of
mobile IP, always considering the growing of the Internet
and the increasing number of mobile nodes. This is a key
functionality to allow on-line seamless full mobility in all-IP
networks environments.

We are not investigating solutions to the problems related to
mobility management. The aforementioned mechanisms were
used as previous infra-structure to design and implement a
consistent solution at application layer. Thus, when a handover
occurs, we assume that 802.21 will handle connectivity in
the lower layers, and solutions like mobile IP will be able to
keep all the IP-connections alive. In this way, our community-
centric solution is a complementary approach to gather perti-
nent context data placed on top of these techniques.

B. Mobility Prediction

Mobility prediction is the process of forecast a roaming
user’s next location given their current one and prior move-
ment history [19]. It is an elementary mechanism for systems
that aims service provisioning [14], [16], [17], [22], like
bandwidth reservation when the user is handing over between
access points. Our implementation uses the connectivity graph
of a particular person to provide data the movement predictor,
and data from all community members’ to estimate network
conditions, the details are examined in Section IV. To accom-
plish it, we adapted a Markov predictor similar with the one
used in the BreadCrums system [14].

This type of predictor takes as input a sequence of symbols
(a1, as, ..., a,) as a history string, and tries to predict the
next symbol from the current context, that is, the sequence of
the k (order) most recent symbols in the history (a,—x+1, - -,
ay) [19]. The second-order Markov model applied works with

states composed by the position where the device was during
the last state, and its current position. In the end, the predictor
returns a list of locations and their respectively probability
of movement. Which, also, can be represented as a graph,
where the points are the locations and the edges’ weight are
probabilities of the user take that direction.

The predictor’s accuracy is limited by the density of the
available historical information and by the precision of the es-
timated localization, of a particular mobile user in question. In
this case, the availability depends on the community members’
behaviors inside the building. Our indirect contribution consist
in make available a set of rich and summarized QoS data result
of collaboration among community members’, at a particular
place, aiming at better predictions and, consequently, better
handovers decision making.

C. Handover Mechanisms

Handover mechanism controls the change of a mobile
device’s point of attachment, in order to maintain connec-
tion with the moving node during active one or many data
transmissions [20]. This work focus on improve indirectly
the handover decisions applying a feedback loop where the
collaboration of mobile users can converge to a better IP-
connectivity experience of all participants. Focusing on real
usage and validation, we implemented a mechanism similar
to VIRGIL, proposed in [13]. It scans all open access points
available, test IP-connectivity of each one associating and
trying to get a DHCP address, if the tests succeed meaningful
properties are stored, e.g. network name, MAC address, signal
strength and opened transport ports. One key difference is that
we don’t perform a set of tests in the access point, instead just
log real QoS experiences of the users.

In the current work, we discuss a comparative evaluation
confronting the QoS performance of 3 connectivity manage-
ment techniques namely and described here:

o Strongest signal strength (SSS): is the plan of action
currently used by the majority of common operating
systems for automatically selecting an access point sim-
ply scanning for access points and then choosing the
unencrypted one or one stored in the profile with the
highest signal strength [6].

o Mobility prediction: uses an order 2 Markov mobility
predictor [19] using as input the particular user movement
history and non-structured data collected by all users,
similar to the approach used in [14].

o Community-based: use the same predictor cited above
accessing the socialized information as historical data
[11].

The results and discussion are present in Section V. The next

section, IV, describe in details our community-base solution
for wireless connectivity management.

IV. COMMUNITY-BASED APPROACH

In our previous work [11] we designed a specialized virtual
community to assist the process of gather, combine and share



connectivity context data. In the current work we comple-
ment these functionalities adding a function to summarize
quantitative QoS metrics and verify the feasibility of the
proposed solution. In the following subsections we present the
methodology and the model applied, and how the quantitative
QoS data is summarized and delivered. We examine them in
subsections IV-A, B, C and D, respectively.

A. Methodology

The solution is composed of three key elements: mobile
device, mobile user and a virtual community as shown in Fig.
2. In this figure, at the mobile device, client side, we assume
that are implemented a mechanism responsible to manage the
connectivity. Moreover, there are mobile users carrying on
these devices and experiencing particular quality of service
in a shared location, e.g. a building, a neighborhood or a
downtown. All the mobile users are members of a community,
server side, where they can upload their IP connectivity
experiences and download the combination of all members’
feedbacks [11].
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Fig. 2. Methodology applied: (1) Gather user’s IP-connectivity experiences;
(2) Combine the experiences; (3) Summarize the numerical QoS related data;
(4) Share the combination in a virtual community.

The methodology applied has four fundamental methods
disposed in a feedback loop also spotted in Fig. 2. A mobile
user’s IP connectivity experience at a particular place can be
acquired, stored and upload to a mobile virtual community, it’s
is our first method as show in Fig. 2 (1). The client side is in
charge of fetch context data, e.g. date, time, throughput and
signal strength, using the operational system’s programming
interfaces and supported protocols. A virtual community can
be created to put together people interested in sharing their
unique feedbacks. The second method, Fig. 2 (2), is in charge
of combining all users’ experiences in an interesting format.
To achieve it, we apply a graph based model that combines
all the community members’ connectivity experiences in a
connectivity graph [11]. This model is briefly described in
subsection IV-B.

At a given place, several mobile users would had a connec-
tivity experience. In this case a search for feedbacks will return
many context instances. To solve it, we summarize, Fig. 2 (3),
the quantitative data using common statistical tools described
later in subsection I'V-C. Lastly, this information needs to be
accessible to all community’s members, Fig. 2 (4). We explore
the RSS (Really Simple Syndication) feeds functionalities to
make available the combined and summarized experiences data
in channels, as described later in subsection IV-D.

Fig. 3. Connectivity paths of two mobile users walking from the train station
to the city’s downtown.

B. Model

Considering a hypothetical scenario, two persons carrying a
mobile device can have IP connectivity on the move between
the train station and a restaurant in downtown, as shown in
Fig. 3. During the roaming, may it be necessary to perform
eventual handovers at particular points to keep the device
always connected, let’s call it handover point. In the end of
the trip, the route connecting the handover points of each user
is named connectivity path. In others words, each user’s time-
spaced set of IP connectivity experience is called connectivity
path.

In the Fig. 3, we overlap the connectivity graph of two
users, A and B in a hypothetical path between the train station
and downtown. The two users had a different set of handover
points in the path, however, there are few common points
among the five ones (p; to ps) exposed. The combination of
these paths represents all the information discovered by the
community members about this particular wireless environ-
ment.

The connectivity path shows the APs used and the other
ones available at the handovers points. The socialized me-
dia, called connectivity graph, combine all the community
members’ experiences showing the APs used and the people
that had experiences there. To illustrate, the Fig. 4 shows
the digraph, G onn, that summarizes the experience of the
two users aforementioned. The labeling of the edges is <
currentNet >, < {allUsers} >. All the five points are
connected by edges representing the wireless network used
between five handover points and how many users took the
same choice.

c.{A}

d,{A, B}
c,{B} ,@ >@

Fig. 4. Two connectivity paths, overlaped earlier in Fig. 3, combined in one
connectivity graph Geonn.-



C. Summarizing

For us, IP connectivity experience is a set of context data,
including QoS parameters, related to an access point used,
by a mobile user with a portable device, at a certain location
in a specific time. The set of context data to comply with
this definition was determined and structured considering the
vision of Sun et al., in [20], who stated that mobility is a
logical concept rather than a physical one, in which mobility
means the change of the logical location of network’s access
points instead of user’s geographic position.

We used in our prototype set of context data from the
mobile user, mobile device, time, location, access point and
transport connections, as shown in Fig. 5. Handling this set of
information properly we can answer these questions: (1) Who
is the mobile user? (2) Where and when he or she was using
IP-connectivity? (3-4) Attached to which access point? (5)
Doing what? (i.e. transport connections opened). Answering
these questions properly we are able to perform context-aware
handovers comparing the current context and using historical
QoS data condensed in the connectivity graph, often referred

as IP connectivity experiences.
n.1

Which r%iources?\ 'Access Point 240 bytes - dynamic

1.0,
User 1.n: —
23 1.1—1n
When7— Where?~

Who?

_Transport connection
@ n.n
@ | Protocol

Doin%hat? Transport layer’s QoS metrics
58 bytes - dynamic

Gathering context data...

140 bytes - static

Fig. 5. The set of context data gathered and stored.

At each handover point the users can fetch a set of quanti-
tative QoS metrics, e.g. throughput, latency and signal quality
as shown in Fig. 6. It is known that this databases can have
a consider size that is not manageable by a mobile device. In
this way, we propose to condense the quantitative data using
common statistical tools, such as quartiles. Quartiles divide the
historical data into 4 quarters each containing 25% of the data.
It is simple to compute and the decision making algorithms
can have a more details about the particular AP at the specific
location.

D. Delivery system

The fundamental idea of our methodology is create a
feedback loop to allow all community members to share their
IP connectivity experiences aiming at better experiences for
everyone. To achieve it we propose make use the RSS feed’s
capabilities to share the connectivity graph inside the virtual
community.

The feeds are a collection of standardized XML-based
formats used to publish frequently updated applications, e.
g. blog posts and news headlines. It provides advantage to

Connectivity graph
Cr——>r—>)
P1 /\prz/ Px

i

Throughput ‘ "

Latency > :
Signal quality AAA

Popularity

Historical observations compiled

Context data

Fig. 6. The quantitative set of context data in a particular handover point.

Connectivity graph

. RSS Feed

<rss version="2.0">
<channel>
<title>ConGraph</title>
<lastBuild>..</lastBuild>
<item>
<pubDate>..</pubDate>
<link>..</link

<congraph>
<node>
<location>...</location>
<time>...</time>

</item>
</node>

<item>...</item>
</channel> <node>..</node>
<channel>..</channel> </congraph>
</rss>

0 ()

Fig. 7. A fragment of a RSS feed file (1), and a textual representation of
the connectivity graph (2).

publishers, in this case a community, allowing them combine
digital content automatically. Likewise, benefit readers who
want to subscribe to timely updates from web applications or
to aggregate feeds from many sources into one place.

The document can include full or summarized text, and
metadata such as publishing dates and authorship, as shown
in Fig. 7 (1). The tag < channel > define a channel
which the user can subscribe to. Each channel has a tag
< lastBuildDate > that is used by the clients to verify if
there updates in the channel. The information is published in a
channel as a item, tag < item >. When a connectivity graph
is created or updated a new item is added to the channel.
With that, the graph’s evolution is recorded and is available
for all community members’. In case of a malicious attack the
respective item can be deleted to isolate the problem.

Every time that a graph is up-to-date one new item is
created to make a reference to the new information with the
respective timestamp. In this way, the community members
can get updated just reading the newest item available. Inside
a item the connectivity graph is referenced in the tag < link >
that point to a textual representation of the graph as show in
Fig. 7 (2).

A community member can subscribe to several feeds as
shown in Fig. 8. This figure shows a web user interface, in
(1) we have personal user data, in (2) the feeds, and in (3)
the friends from Google opensocial. In addition, each smart
environment can have an specific channel. The storage over-
head depends on how many channels the user is subscribed to.
Thus, the scalability of our model is enhanced by the creation
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Fig. 8.  Web user interface, (1) personal data, (2) subscribed feeds and (3)
community members.

of channel for each specific smart environment. For instance,
inside a university campus each building can have a channel
updated by the community of people that work or study there.
Hence, the users can subscribe to the channels of the buildings
that they visit frequently, which can be done automatically
using a localization system and knowing the feed’s address.

V. FEASIBILITY

During the prototype effort we faced some issues that put
in doubt the feasibility of our solution. In this section we
describe these experiences with focus on storage size, power
consumption and QoS metrics. To start, lets take a look on
a snapshoot of the process in execution at the mobile device
and the virtual community in Fig. 9. This figure provide an
abstract view of the RAM and primary memory of the client
and server side. Starting at the client side, where the mobile
device is having an experience and, consequently, needs to
gather and store the connectivity path, and, also make use of
the historical data to perform handovers. When its finished, the
mobile device upload the experience to the server side. The
server store the experience and combine them in a connectivity
graph as examined earlier in section IV.
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Fig. 9. The effective usage of the context data.

The following subsections examine in details the overhead
related to storage size, power consumption and experimental
in the subsections V-A, B and C, respectively.

A. Storage size

At each scan the context data size can vary in function of
the number of networks available and transport connections
opened. Taking as example the set of data in Fig. 5 we can
identify the static and dynamic subset of data in terms of

[ Place [ APs/scan [13] | Per scan (bytes) |

Downtown 24 576

Residential 2.00 480

Suburban 1.80 432
TABLE 1

ESTIMATIVE OF CONTEXT DATA COLLECTED IN 3 DIFFERENT URBAN
AREAS: DOWNTOWN, RESIDENTIAL AND SUBURBAN.

size. At a particular scan, the data related to date, time and
mobile user will appear just once in the set, also referenced as
static subset. In other hand, the set of data related to visible
wireless networks will have an instance for each individual AP,
and the same will occur to the opened transport connections.
Considering these parts we can determine the context data
storage size, C, using the Equation 1:

n
Context = c—i—in*si. (D
i=1

Where c is the size of the static part of the context data,
x; is the number of the dynamic’s subset instances, and s; is
the size of this particular data subset. As an example, the data
related to the mobile user, date and time sums approximately
140 bytes, ¢ = 140. The AP’s data has about 240 bytes, s; =
240 and let’s assume that this arbitrary scan found 3 APs,
z; = 3. In addition, the set of data related to the opened
transport connections is 58 bytes, so = 58, and lets say that
the mobile device has 2 active connections, xo = 2. Applying
the Equation 1 we have: C' = 140+ (3%240) + (2% 58) = 976
bytes.

The work reported in [13] quantified the average number
of available access points in different urban areas, namely:
downtown, residential and suburban. The Table I shows these
numbers and the average size of the context data per scan
disregarding the number of active transport connections.

While roaming, the probability of the user take a connec-
tivity opportunity is strong related to how often the device
perform network scans looking for APs available, as shown in
Table II. In this table, we have the scan interval, in seconds [7],
for each probability of take a connectivity chance available.
Also, shows the storage size for each probability after 1 day
of continued scan of one mobile user.

There is a linear grow till 80%, and a disproportional grow
for more than 80%, referenced as > 80%, about 16 times
bigger than less than 80% of connectivity chance. These
results leads us to think about a smart mechanism to perform
handover using our connectivity graph, it is going to be
discussed in the next subsection V-B.

At this point we can generalize a function, Equation 2, to
estimate the storage size of the context database in function
of time and numbers of users.

u
t.
Database = Z gz * Cj. 2)
=1
Where u is the number of users, ¢; the user’s total usage
time, o is the scan interval that varies in function of the



Opportunity (%) [ Scan interval (s) [7] [ Size (Kbytes) |

20 1500 32.40

40 1000 48.60

60 500 97.20

80 250 194.40

>80 <15 3,240.40
TABLE II

DATABASE SIZE GROWING IN FUNCTION OF THE PROBABILITY OF TAKE A
CONNECTIVITY OPPORTUNITY.

probability of take a connectivity opportunity, earlier presented
in Table II, and C; is the context data’s size in a particular
scan. Using this relation we can estimated the database grow
in function of time and number of users for each probability
of take a connectivity opportunity.

B. Power consumption

We can, also, verify how much power is necessary to
perform scans aiming at discover connectivity opportunities
during a roaming. We assume that the scanning operation is
equivalent in terms of power consumption to spending 5ms
in reception mode at 300mW [5]. The Fig. 10 (1) shows
the estimated power consumption in function of time, for
each probability of take a connectivity opportunity. We can
see that that the power consumption grows faster for higher
probabilities of take a connectivity opportunity.

It is more evident in Fig. 10 (2), where we can see the
power consumption in function of the probability of take a
connectivity opportunity. With these two charts we can see
how expensive is take more than 80% of the opportunities. It
motivates the design of a smart technique to save resources.
In this work, it is done identifying the areas with the highest
handover density in the connectivity graph.
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Fig. 10. Power consumption in function of time (1) and in function of the
probability of take a connectivity opportunity.

C. Experimental results

We executed our prototype for approximately 4 months with
3 users in an indoor testbed with approximately 1,600m?.
Using the connectivity graph we discovered the areas with
highest handovers density as shown in Fig. 11. In this figure,
there are five points, in the center of each area, namely here
as: Alpha, Bravo, Charlie, Delta and Echo.

In first experiment, the mobile user took a path that
goes through the points the five way points, Alpha, Bravo,
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Fig. 11. Areas with highest handover density in the building.

Charlie, Delta and Echo, in this sequence. The data size
accumulated in function of time and the power consumption
until the end of the path are shown in Fig. 12 (1) and (2). With
a consistent connectivity graph we can apply a smart way to
perform scans in the wireless environment. The Fig. 12 (1)
shows how the databases size grows using a constant loop
to take more than 80% of the connectivity opportunities and
confronts with 2 preemptive approaches to take more than 80%
and 80% percent of the opportunities, in this sequence. The 2
preemptive approachs has saved significant storage space.
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Fig. 12. Contex data size (1) and power consumption (2) while walking

through a path.

Another benefit of our solution is the positive impact on
transport QoS metrics. The Fig. 13 (1) shows the throughput
(rx) in function of time during a roaming between Bravo
and Delta earlier illustrated in Fig. 11. In this figure, The
mechanisms are referenced to as A, B and C, SSS, mobility
predictor and comunity-based, respectively. The community-
based, C' solution has a better performance than the other two
with an average of 3.8 Mbps in comparison to 3.3 and 2.9
Mbps, B and C. The Fig. 13 (2) compare the average signal
quality of the three methods, 55, 64 and 78%, SSS, mobility
predictor and community-based, in this ordem.

The first one, A, did 3 unnecessary handovers, and avoids
one necessary to keep the highest throughput walking from
Alpha to Charlie. Even with an excellent coverage the reac-
tive decision making system performed poorly. One problem
observed is the random connection to access points in others
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Fig. 13.  Throughput in function of time (1), and average signal quality

during the roaming (2).

floors or far way, even with a better one available. The mobility
prediction, B, did one handover unnecessary. Probably, just
one user needs more time to discover the environment. Our
solution choose a close optimal combination of access points
in the path, also with lower latency 1.5 ms, against 2.6 and
3.4 ms in average, A and B.
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VII. CONCLUSIONS

This paper discussed the benefits of handling network
context data inside a virtual community by measuring the
overhead of storage size, power consumption and how it
impacts on QoS metrics, such as throughput, latency and signal
quality. This kind of data plays a fundamental role in the
context-aware connectivity management solutions, because its
quality has direct impact on mobility and QoS predictors.

We started discussing the main related works and the funda-
mental background of connectivity management. In sequence,
we examine the community-based approach to handle network
context data, and finished discussing its feasibility. We pro-
vided an analytical approach to describe the storage overhead,
and used experiments results to discuss power consumption
and QoS metrics.

The experimental results show that the socialized connectiv-
ity graph can be used to improve QoS experiences, reduce the
storage overhead and power consumption. Another valuable
contribution is the delivery system that allow the mobile users
get updated about the wireless environment periodically. A
topic for further research is determine optimal QoS conditions
and localization to perform updates using the delivery system.
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